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1. Introduction

This abstract describes a demonstrator using integrated
metadata from Ontologyx, Network Inference’s Cerebra
Server and the W3C’s OWL language [McGuinness et
al., 2003], to enable content aggregation and rights
management for multi-sourced, any-media content.

An efficient system for managing rights
metadata needs to support a domain characterized by
dynamism along a number of dimensions, including the
changing rights of entities over the course of time,
changing legal systems, and differences between
jurisdictions [Pitkénen et al., 2000]. This dynamism and
the need to integrate disparate syntaxes, standards and
semantics suggest an ontological approach [Delgado et
al., 2002]. The W3C’s OWL language and a Description
Logic engine provide a language and platform for
metadata integration and querying.

The demonstrator provides metadata integration
and dynamic inference of digital rights according to
‘policies’ (governing rights ownership, permissions, and
royalty distribution) defined using OWL.

2. Context

‘The Semantic Web is an extension of the current Web in
which information is given well-defined meaning, better
enabling computers and people to work in cooperation. It
is based on the idea of having data on the Web defined
and linked such that it can be used for more effective
discovery, automation, integration, and reuse across
various applications.’” [Hendler et al, 2002]

Industry sectors have developed, or are now
developing, their own standards and practices for
metadata for conducting business electronically, using
data that is often highly specialized and granular. The
growth of the Web requires that these differing semantics
be related. The result is ‘silos’ of information of varying
granularity whose full value cannot be realized without
extensive integration efforts.

Emerging W3C standards (RDF, RDFS, OWL)
provide a foundation for structuring metadata to
incorporate meaning, enabling the expression of

descriptive models associated with an organization or
industry body. What is needed is a systematic method of
bridging the gap between the specific meanings of terms
in sectoral or local metadata schemes, supported by tools
and techniques from the semantic web community.

The demonstrator shows how the gap can be
bridged. OntologyX is used to apply identities to
granular and diverse meanings — in effect, the equivalent
of assigning URIs to meanings — through the
implementation of a rich underlying semantic model.
The value of both the approach and the metadata
integration using Cerebra Server is demonstrated through
meeting task-related business goals.

3. Demonstrator Overview

The intended users are institutions compiling and re-
publishing existing text/image/audio material — for
example, in DVDs, academic coursepacks, broadcast
programmes or similar collections. Usage may vary by
time period, place, purpose, user group and commercial
terms (eg free to students on a specific course, or for
general sale). The users need to select from the material
according to combinations of subject classification,
source journal/book and availability of rights. Content
has (a) RightsStatements identifying owner/source of
specific rights by territory, and (b) RightsAvailability
indicating the availability of content for specific usage.

.NET Client Application

.NET Interface V4

User Manager Query Manager | Ontology

Manager
Central 4

Server Server Server

DL Core DL Core DL Core

Vd
Data Interface Data Interface Data Interface

Figure 1: Demonstrator Architecture



The demonstrator references a development
of the Copyright Agency Limited (CAL), an Australian
company whose primary role is to provide a bridge
between creators and users of copyright material. CAL is
responding to the increasing demand for integrated
academic coursepacks with content drawn from multiple
sources by initiating a scheme for the licensing and
production of online and printed “coursepacks” for
academic institutions and for other training purposes.

4. Demonstrator Use Case
The use case follows the following generic steps:

1. Find content: User searches for material by multiple
fields including subject/content classification(s), content
source, territory, right type, user type, license type. User
is presented with a list of results showing specific
charges or other terms from the GeneralLicense.

2. Find availability: User selects items and, for each,
terms under which he wishes to use the material, to
determine whether rights may be available, and if any
standard license terms are applicable.

Terms vary for different material (eg, all materials
require an “Embed” right, some also require an “Adapt”
or “Excerpt” right). The user is presented with a list of
results showing specific license terms.

3. Request licenses: User selects preferred options,
generating either (a) a request for license or (b) a
notification of intended wuse for the owner.
Requests/notifications are generated for the appropriate
rights controller(s).

4. Payment distribution: Based on the license requests,
payments are distributed to appropriate rights controllers,
including situations where payee differs from licensor.

5. About OntologyX

OntologyX is an extensive ontology developed on the
<indecs> [Rust et al., 2000] framework “context model”
of semantic relationships. This model now underlies the
development of a number of standard and proprietary
semantic tools including the MPEG21 Rights Data
Dictionary and the International DOI Foundation
metadata policy.

OntologyX enables the mapping, integration
and transformation of multiple ontologies of any level of
complexity within a single rich structure. Its initial focus
is on any-media and rights metadata, addressing the
critical problems of integrating descriptive and rights
metadata in complex multi-media local or distributed
systems.

OntologyX has its own native class and property
hierarchies, but those which are required for this
demonstrator are represented in OWL.

6. About Cerebra Server

Cerebra Server is an enterprise platform architected
around a commercial inference engine, originally based
upon the FaCT reasoner [Horrocks, 2000].

Cerebra Server uses a Description Logic based
inference engine with reasoning support for the W3C’s
candidate recommendation OWL, more specifically for
OWL-DL. Cerebra Server is deployed as a web service
for ease of integration. Its XQuery API provides a
flexible, expressive, easy-to-use querying syntax.

Using Cerebra Server, the demonstrator is able
to process data based on semantics without restricting the
vocabulary, allowing the identification of available
resources across disparate sources, creating a dynamic
environment where resources are exchanged to maintain
the integrity of the value-chain as new resources become
available and existing resources redundant.

7. Summary

Cerebra Server and OntologyX were used to integrate
multiple metadata frameworks. They were used to drive
a simple end user application for the search and selection
of multimedia content.

Cerebra Server was used to infer, according to
OWL-defined policies, appropriate rights, notification
and payment distribution, according to policies defining
complex relationships between content, licensing, rights
ownership and territory.
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OntoLT: A Protégé Plug-In for Ontology Extraction from Text

Paul Buitelaar, Daniel Olejnik, Michael Sintek

DFKI GmbH
Saarbriicken/Kaiserslautern, Germany
{paulb.olejnik,sintek } @dfki.de

1 Motivation

Ontologies are views of the world that tend to evolve
rapidly over time and between different applications.
Currently, ontologies are often developed in a
specific context with a specific goal in mind.
However, it is ineffective and costly to build
ontologies for each new purpose each time from
scratch, which may cause a major barrier for their
large-scale use in knowledge markup for the
Semantic Web. Creating ambitious Semantic Web
applications based on ontological knowledge implies
the development of new, highly adaptive and
distributed ways of handling and using knowledge
that enable existing ontologies to be adaptable to new
environments.

As human language is a primary mode of
knowledge transfer, a growing integration of
language technology tools into ontology development
environments is to be expected. Language technology
tools will be essential in scaling up the Semantic
Web by providing automatic support for ontology
monitoring and adaptation. Language technology in
combination  with  approaches in  ontology
engineering and machine learning provides linguistic
analysis and text mining facilities for ontology
mapping (between cultures and applications) and
ontology learning (for adaptation over time and
between applications).

2 Approach

The OntoLT approach provides a plug-in for the
widely used Protégé ontology development tool, with
which concepts (Protégé classes) and relations
(Protégé slots) can be extracted automatically from
annotated text collections. For this purpose, the plug-
in defines a number of linguistic and/or semantic
patterns over the XML-based annotation format that
will automatically extract class and slot candidates.
Alternatively, the user can define additional rules,
either manually or by the integration of a machine
learning process.

2.1 Linguistic/Semantic Annotation

The MM annotation format that is used by the
OntoLT system integrates multiple levels of
linguistic and semantic analysis in a multi-layered
DTD, which organizes each level as a separate track
with options of reference between them via indices
[Vintar et al., 2002]. Linguistic/semantic annotation
in the MM format covers: tokenization, part-of-
speech tagging (noun, verb, etc.), morphological
analysis (inflection, decomposition), shallow parsing
(phrases, grammatical functions: subject, object, etc.)
and lexical semantic tagging (synonyms) using
EuroWordNet [Vossen, 1997].

2.2 Ontology Extraction From Text
with OntoLT: An Example

Consider the development of an ontology for the
computer science field from a corpus of relevant text
documents (i.e., scientific papers). From this corpus
we could, for instance, automatically extract and
represent the occurring classes of technology (e.g.,
“web services”, “P2P platforms”, “RDF parsing”). In
fact, this knowledge can be extracted from such
sentences as: ...university  develops  P2P
platform...; ... University is the first group to develop
an open source P2P platform... By selecting the
Institute-Verb-0bj pattern, the system selects
all subjects of semantic class Institute (i.e.,
university) and extracts the corresponding verbs. By
selecting one or more appropriate verbs (e.g.,
develop, design, implement), the user is presented
with a list of automatically generated Protégé classes
corresponding to the extracted objects of these verbs.
Additionally, each of these classes will be assigned a
slot institute ofclass Institute.

This extraction process is implemented as follows.
OntoLT introduces a class called Mapping where
the user can define the structure of the new classes
and instances to be extracted. Each Mapping has
Conditions and Operators. The
Conditions describe the constraints that have to
be fulfilled to be a candidate. The Operators
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describe in which way the ontology should be
enlarged if a candidate is found.

3 Related Work

A number of systems have been proposed for
ontology extraction from text, e.g.: ASIUM [Faure et
al., 1998], TextToOnto [Maedche and Staab, 2000],
Ontolearn [Navigli et al., 2003]. Most of these
systems depend on shallow text parsing and machine
learning algorithms to find potentially interesting
concepts and relations between them. The OntoLT
approach is most similar to the ASIUM system, but
relies even more on linguistic/semantic knowledge
through its use of built-in patterns that map possibly

complex  linguistic =~ (morphological  analysis,
grammatical functions) and semantic (lexical
semantic classes, predicate-argument) structure

directly to concepts and relations. A machine
learning approach can easily be build on top of this
but is not strictly necessary. Additionally, like the
TextToOnto system, OntoLT provides a complete
integration of ontology extraction from text into an
ontology development environment, but selects for
this purpose (unlike TextToOnto) the widely used
Protégé tool, which allows for efficient handling and
exchange of extracted ontologies (e.g., in RDF/S
format).
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1 Introduction descriptions available to machine in a processable way.
: . . On the one hand, concerning modeling, we have decided
Knowing what you know is becoming a real problem for to follow an approach similar to those adopted in WWW

many enterprises. Their intranets are full of shared 'nformabonceptual modeling. We model separately the domain in-

and uistomers, bt they have 165t the integrated view of thefP!Malon Space. the navigation and the access. dthgain
information. Thus finding information for decision taking is information madelin this case the corporate ontology) Is a

every day harder. A comprehensive solution to this problerr§hared understanding of the information present in the corpo-

should provide at least an answer to the following questionsr'ate semantic web. Its design is completely decoupled from

What information do we have? Where is it? How did it getthe semantic EIP design. Therefore the semantic EIP cannot

. .assume any “a priori” agreement except the use of a common
2 2 ? o .
tmhgraen.? How do I get it? How can | add more? What does If’;‘et of primitives (e.g. OWL). However, if we want to access

Portals, in particular Enterprise Information Portals (EIPS) the corporate semantic web using a semantic EIP we need to

some years ago have been brought into the limelight for thei’:iefme atleast somepper terminologyknown by the seman-

ability to address these questions by giving a unique an ¢ EIP, that can be employed in d_eflnlng both the navigation
structured view of the available resources. However EIP nd the access model. Thavigation modelsepresent the
cannot be considered a final solution becéuse they do he cterogeneous paths the homogeneous categories of users can

. ; . X ' . . dopt in traversing the corporate semantic web. They should
people in managing the information, but they still require &

. ; be built by mappingthe corporate ontology terminology to
ey et i ot st o e e navgaton pper trinology: Fnll, tecess models
diate future. since the I%\ck of formal semantics will make itrepresents collections of resources not strictly homogeneous,

y highly variable and sometimes even related to a specific user,

extremely difficult to make the best use (either manually Ory sort ofviews They can be built vianapping too. But they

:ﬁgogg'lgil:g)sg\}!gsmass'Ve amount of stored mformatlonmight require also to explicitly draw some new relationships
' as well as to add ad-hoc resources .
On the other hand, concerning presentation, we have cho-
2 The concept sen that, when users retries a resource present in the corporate

Soon enterprises would be able to build “corporate SemargeMantic web, the semantic Hftertit in a navigation panel

tic Web” represented by services and documents annotatdf@t contains automatically generated links to the related re-

with metadata defined by a corporate ontology. Thus the ources. In partlcglar, we propose 1o plz_;\ce In the navigation

will need to update their EIPs in order to cope with ontolo- Panel of a semantic EIP three different kinds of linkecess

gies and metadata. They will neeGamantic EIPs point linksthat render, using one of the access models, a sort
The innovative idea, first proposed lylaedcheet al, of views to guide the user in accessing the informatuat;

2001], is straightforward: can we use metadata defined b}ggorized linksthat render, using one of the navigation mod-

ontologies to support the construction of portals? And if SO,els, a set of boxes populated with links that are the result of

does it help? Even if it might appear as a radical new ded Simp'.e property-based query over the mete_ldata d_escribing
parture actually it is not. On the contrary it is the bring- _tthe retngave;i refsourcengt?d;ta Iw;k_sthaé provide a? :Intu?
ing together of existing and well understood technologiesl Ive navigation from and to the retrieved resource foflowing

Web Frameworkgas Struts, Jetspeed, etc. ) that imple-the metadata used to describe it.

ment Model-View-Controller design patteWW concep-

tual modelgas WebML[Ceriet al, 200() that are proposals 3 An early proof of concept

for the conceptual specification (using extended E-R modin order to proof this concept, we have built a first pro-
els) and automatic implementation of Web sit@sitologies totype of a semantic EIP (an on-line demo is available at
to model the domain information space, the navigation, thenttp://seip.cefriel.it ). It is a servlet-based appli-
access and the presentation, &hetadatato make resource cation that uses Velocity for implementing the model-view-



controller pattern and RACERHaarslev and Moller, 2041 tion and access models, we develop also a “management
as reasoner. It “understand” RDF, RDFS and OWL prop-service” (available on-line atttp://seip.cefriel.it/

erty characteristics (owl:inverseOf, owl:TransitiveProperty,seip/manager.html ) that can be used to switch between a
owl:SymmetricProperty).  Moreover we assume that itset of available corporate memories mounting different navi-
“knows” two simple ontologies whose terms describe bothgation and access models.

the navigation and the access of a generic portal.nEviga-
tion ontologydefines only a symmetric propertglated
and two transitive propertiegontains and its inverse
contained . Theaccess ontologgefines a clasg;iome

Related works

The approach that shows more similarities with ours is
COHSE[Carret al, 2001. Its main concern is in linkage and
navigation aspects between web pages, but it doesn’t model

and four transitive propertiesiext , down and theirs respec- explicitly viewsusing navigation and access models. Another
tive inverseprev andup. They represent a first draft of the =7 . :
P b yrep milar approach is SEA[Maedcheet al., 2001 and its re-

introduced navigation and access upper terminology. We kept' . .
these two ontologies explicitly as simple as possible, but stiIFenﬁ evlolu_t|on SEAL-II, but they both uses pre-semantic web
rich enough to be useful in proofing the concept. technologies.

Metadata links 4 Conclusion

The prototype, “understanding” RDF and RDFS, can proceSﬁ_ q ibed hi . bri .
the metadata that describe the retrieved resource, generati g‘? escribed approach for semantic EIPs brings many inno-
vation in EIP development. It imposes no restriction but the

links according to the following schema: . g
CEFRIEL[Organisation] hasUnit eTECH[Unit] use of RDF’ RDF Schema an.d OWL. In bU|Id!ng the g:orpo-
Brioschi[HeadOfUnit,Person] worksFor CEFRIEL[Organisation] rate ontology. It doesn't requwe the I.nformatlon carrled_ b.y
The former states that CEFRIEL, which is an organisationthe me_tad_ata to be coded in any particular way, thus this in-
has got eTECH as unit and the later that Brioschi, which is a{ormatlon is reusable. It enables both resources and metadata
person and a head of unit, works for CEFRIEL. All the wordsManagement in a distributed and autonomous way as long as

are links that retrieve the resource with the corresponding [a-SOU'Ces aré network retrievable. Yet, it offers a homoge-

bel neous navigation experience over a corporate semantic web
' _ _ through mapping of corporate terminology to the portal ter-
Categorised links minology.

The propotype has got 3 boxes containing categorized links. So, a semantic EIP, built using the proposed approach, will
A first one is thecontainsbox, that shows links to resources give a unified view of the information present in the corpo-
conceptually “contained” in the retrieved one. We haverate semantic web, while the enterprise can keep developing
chosen to interpret “contained” in a relaxed way includingdistributed and autonomous systems on an ad-hoc basis and
bothrdfs:subclassOf hierarchies and user defined (via singular enterprise departments can keep their degree of au-
contains ) hierarchies. A second one is thentainedbox,  tonomy in managing such systems.
that shows links to resources that “contains” the retrieved one
thus either the superclasses or the resources related to the fdéc_knowledgements N
trieved one viacontained . Finally a third one is thee- We thank our student Lara Marinelli and we report that the
lated box, that shows links to resources that are associated #§Plementation of the prototype has been partially founded
the retrieved resource viaralated  property. by Engineering as part of CEFRIEL XV Master IT

As we explain instead of asking to use directly these terms,
we expect that corporate terminology is mapped to navigatioiReferences

upper terminology. In particular we choose to map propertiecarret al, 2001 Les Carr, Wendy Hall, Sean Bechhofer,

usingrdfs:subpropertyOf - This way the reasoner can  and Carole A. Goble. Conceptual linking: ontology-based
easily compute sub-property closure and “understand” that open hypermedia. IWworld Wide Webpages 334-342,
two resources are related (e.g. g@ntains ) not only when 2001.

it is explicitly stated, but also when it is entailed. . L .
1S explicitly u W It ! [Cerietal, 2004 Stefano Ceri, Piero Fraternali, and Aldo

Access point links Bongio. Web Modeling Language (WebML): a model-
Finally the prototype has got a global navigational bar and a ing language for designing Web sitesComputer Net-
contextual navigational bar configurable through the access works (Amsterdam, Netherlands: 19993(1-6):137—
model. The global navigation bar is populated with links to 157, 2000.

resources of typélome while for the contextual navigation [Haarslev and Moller, 2001Volker
we use an approach similar to the one illustrated for cate= "\, ooy ’
gorised links. So our prototype populates the boxes labeled i

Haarslev and Ralf
High performance reasoning with very large
knowledge bases: A practical case studylJ@AI, pages

“prev”, “next”, “up” and “contextual navigation” with links 161-168. 2001

to resources, that are associated to the retrieved resource, re- ’ )

Spective|y via Qrev , next , up anddown property' [MaedCth a.l., 200]] Alexander MaedChe, Steffen Staab,
o . Nenad Stojanovic, Rudi Studer, and York Sure. SEAL — A

Switching between different models framework for developing SEmantic Web PortALkec-

In order to show how different views, of the same cor-  tyre Notes in Computer Scien@0p97:1-7, 2001.
porate memory, can be generated by combining naviga-
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Two years ago this MayThe Semantic WellBerners-Lee EEE
et al, 2001 article appeared in Scientific American. The Saweem | : — [+

authors started the article with a futuristic scenario oftvh  Seicename Treatmentrocess
akes the agiven

COU|d be dOne When Semanth Web tEChnO|OgIeS WOU|d C0m et ﬂ’:‘aatmenlwpa TheIraan'nentnemer:al:sexaﬂ\;dhasedumhelmahnn
of age. At this point in time, two years after publication, [mwoveweme o

the technologies have reached the point where a prototype i
all the pieces can be shown and integrated, as we will sho(s begin 100 a8
in this demonstration, using currently available, opeurse, end 3o0em
Semantic Web tools developed at our lab or elsewhere. W/ [“selct avalue
will also demonstrate the tools individually and discus&/ho e o
the demonstration was accomplished. o
The first part of the scenario describes the interaction be Mnta | [Besile
tween devices where one device is able to discover the othe [s901 Latshouse Roat
devices in the environment, find out their capabilities and oty |

distance 10

control their functionality. We designed an architectubeve
devices describe their functionality through web serviee d _Rm |
scriptions written in the DAML-S languad®AML Services

Coalition, 2002, these descriptions are made available forgigyre 1: User interface that creates data entry forms ityeas
discovery using Universal Plug and Play (UPnP) technolyjjthe paramaters for DAML-S services
ogy. We extended the DAML-S groundings to include UPnP

groundings and to directly invoke Web Service Description
Language (WSDL) groundings. Therefore, using a function-

ality of the device is same as invoking a web service. The%? Hierarchical Ordered Planner (SHORjuet al., 2003
scenario requires a small device such as a telephone have th# composing services. SHOP is a domain independent HTN
processing power to achieve these goals. This is achieved yanner that can solve classical Al planning problems. We
assigning a simple computer, actually a PDA, to handle thesgeveloped a wayWu et al, 2009 to map the web service
responsibilities. composition task to a planning problem defined for SHOP.
Following this in the scenario are a number of agents thaBy translating DAML-S services to methods and operators in
operate on semantic web to do the tasks for a user. We refsHOP, we can solve the problem of finding a set of services
resent some of the actions defined in the scenario as web sehat will achieve some specified goal.
vices, e.g. there will be one web service returning avaglabl ~ Another important aspect of the scenario is that ontologies
appointment times for the doctor. The markup of these welare distributed at different sources and not always diyectl
services with DAML-S language allows us to make discoverycompatible with each other. We will show a demo of On-
composition and execution by linking the descriptions of se toLink 2 a software which is used to define semantic map-
vices to ontologies written in the Web Ontology Language pings between concepts that are defined at different ontolo-
OWL on the Semantic Web. We have developed a servicgies through a simple user interface. We will show how some
composition tool[Sirin et al, 2003 to compose DAML-S  of these mapping tasks are automated by using some heuris-
descriptions and execute them using the WSDL and UPniics and how the user can extend these mappings by defining
groundings. ad-hoc transformations between the concepts. Same tool is
Besides the ability to process web services, the user ageatso used to generate the semantic service descriptioms fro
also needs to have a planning capability not only to arrange existing WSDL descriptions.
meeting time between different people’s schedules buttalso ~ The scenario requires the agents of Lucy and Pete share in-
find the correct order of appropriate services to get therinfo formation with each other based on the fact that they have a
mation in order to accomplish the goal. We are using the Simpre-defined trust relation. To accomplish this task, agiésts




In Proceedings of Cooperative Intelligent Agents 2003
Helsinki, Finland, August 2003.

[Mindswap Semantic Web Site, 20081indswap Semantic
Web Site. http://owl.mindswap.org, 2003.

[Nauet al, 2003 Dana Nau, Tsz-Chiu Au, Okhtay lighami,
Ugur Kuter, William Murdock, Dan Wu, and Fusun Ya-
man. SHOP2: An HTN planning systerdournal of Arti-
ficial Intelligence Researgi2003.

[Sirin et al, 2003 Evren Sirin, James Hendler, and Bijan
Parsia. Semi-automatic composition of web services us-
ing semantic descriptions. \Web Services: Modeling, Ar-
chitecture and Infrastructure workshop in ICElSngers,
France, April 2003.

[Wu et al, 2003 Dan Wu, Bijan Parsia, Evren Sirin, James
Hendler, and Dana Nau. Automating DAML-S web
services composition using SHOP2. moceedings of

Figure 2: Atool to automate translation from WSDL descrip-  2nd International Semantic Web Conference (ISWC2003)

tions to DAML-S and define mappings between ontologies Sanibel Island, Florida, October 2003.

need to authenticate and then decide how much information
can be shared with the other party based on their trust rela-
tionship. We demonstrate a simple rule-based autherticati
(substituting for an eventual public key or other such more
robust system). After authentication takes place, onetagen
must also decide if the other agent is trusted enough to share
the requested information. For this purpose, we have devel-
oped a distributed trust systelGolbecket al, 2003 using
social network analysis. Everybody assigns a trust value to
the people they know and using graph theory trust relation-
ship can be deduced between nodes who did not explicitly
state any trust level to each other but can be linked through
people they trust.

Another feature described in the scenario is people who
are not computer experts such as the clinic’s office man-
ager can generate the semantic markups. The demo
of RDF/RDFS/OWL-Driven Mindswap Semantic Web Site
[Mindswap Semantic Web Site, 200&ill show how users
can view, query and modify the semantic data at the web site.
The various different technologies used for storing thea dat
(e.g. Redland toolkit), querying the triplestore (e.g. esaV
different scripting languages), generating user viewakdb
pages (e.g. XSLT) and interfaces that lets the user interac-
tively edit the content will be shown.

References

[Berners-Leet al, 2001 Tim Berners-Lee, James Hendler,
and Ora Lassila. The semantic weBcientific American
May 2001.

[DAML Services Coalition, 200R DAML Services Coali-
tion. DAML-S: Web Service Description for the Semantic
Web. InThe First International Semantic Web Conference
(ISWC) June 2002.

[Golbecket al., 2003 Jennifer Golbeck, Bijan Parsia, and
James Hendler. Trust networks on the semantic web.



Querying Real World Servicesthrough the Semantic Web

Kaoru Hiramatsu Jun-ichi Akahani Tetsuji Satoh
NTT Communication Science Laboratories
Nippon Telegraph and Telephone Corporation
2-4, Hikaridai, Seika-cho, Soraku-gun, Kyoto 619-0237 Japan
{hiramatu,akahani } @cslab.kecl.ntt.co.jp satoh.tetsuji @lab.ntt.co.jp

Abstract

We propose a framework for querying information
of real world services, such as store locations/hours
and routes of public transportation, through the Se-
mantic Web. In this framework, a natural lan-
guage query of real world services is accepted
by a user interface module and trandated into
extended-SQL. The translated query is processed
by service coordinator agents that find appropri-
ate Web services according to each service descrip-
tion in DAML-S. Theresults are visualized in var-
ious styles such as digital maps and structural tree
views. While processing, the query is revised to
obtain an adequate number of search results based
on spatial-temporal ontologies, and next available
options are provided for jumping to advanced and
associated topics. Inthis demonstration, we present
a prototype system based on this framework and
show how it works through searching for real world
services in Kyoto, Japan.

1 Introduction

Information of real world services, such as store loca-
tiong’hours and routes of public transportation, are popular
and frequently used contents on the Internet. For example,
Web pages of stores in a city provide their locations and
hours, and route planners are also available through many
sites of online map services and transport facilities. However,
they are only associated with each other by hyperlinks and
the search engines provide mere pointers to the result based
onindices created from scraped keywords of Web pages. This
simple framework restricts users and information providersto
conducting related information and cascading Web services
flexibly.

To remove such restrictions, the Semantic Web [Berners-
Lee et al., 2001] is expected to play an important role as an
extension of the current Web. After the Semantic Web starts
functioning, annotation data of Web contents based on stan-
dard formats (e.g., RDF), vocabularies, and ontologies will
be published online. Its processing framework will not only
enhance the search engines but also enable us to access var-
ious neighbor information based on semantic relations and

find personal optimal services according to each service de-
scriptionsin DAML-S [Coaliation, 2002].

M oreover, these meta data enable adaptabl e interaction be-
tween users and systems for searching the real world ser-
vices. With the Semantic Web, the system supports users
to find preferable information by query modification based
on semantic relations and enhance the initial query into next
available optionsfor jumping to advanced and associated top-
ics according to annotation data of the Web pages based on
spatial-temporal ontologies. These meta data are also appli-
cable to handling a natural language query with natural lan-
guage processing and visualizing the search result in suitable
styles for the data types of the result.

In this demonstration, we present a prototype system based
on the above framework and show how it works through
searching for real world servicesin Kyoto, Japan.

2 System Overview

The prototype system consists of user agents, service coor-
dinator agents, and Web services. We implemented these
modules using Java, Jena (a Java API for manipulating RDF
models), Jun for Java (a 3D graphics class library), and Post-
gresSQL (an open source Object-Relational DBMS).

For the purpose of this demonstration, we prepared a test
data set that is extended from the origina data created for
the Digital City Kyoto prototype [Ishida et al., 1999]. We
collected Web pages in Kyoto, Japan from the Internet and
described their meta data based on spatial-temporal ontolo-
gies. These data are accessed via a Semantic Web search ser-
vice that we prepared. We also collected Web services of real
world services. These Web services are accessed via the ser-
vice coordinator agents.

The prototype system works as follows.

The user agent accepts natural language queries and trans-
lates them into extended-SQL [Hiramatsu and Ishida, 2001].
The trandated query includes the conditions of information
attributes and relationships among information.

According to the translated query, the service coordinator
agentsfind appropriateinformation of thereal world services.
In this prototype system, each agent advertises its service de-
scriptionsin DAML-S. These descriptions enable the service
coordinator agents to find and coordinate appropriate Web
services.



First phase: Modify conditions
while not adequate
Queryin Condition 1
natural lang._ ranslate
Map view
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Detailed query 1

Detailed query 2

P

Second phase: Advanced query 1

Advanced query 2

Figure 1: Two-phase query modification

While query processing, the query isrefined into an appro-
priate one for getting an adequate search result according to
the number of intermediate search results. The query is also
editable through a Web query form after query processing. In
addition, the search results are visualized in various styles,
such as digital maps and tables, according to data types, so
that users are able to have a good understanding of the rela-
tional structures among the search results.

3 Two-phase Query M odification

We employ two-phase query modification [Hiramatsu et al.,
2003] into our prototype system for conducting users to in-
teractive query evolution. This query modification is divided
into two phases:

1. Revising ambiguousconditionsinto appropriate onesfor
getting an adequate number of search results, and

2. Providing next available options to enable users to jump
to advanced and associated topics.

The first phase is processed automatically during query pro-
cessing to avoid outputting a zero search result or a huge re-
sult list. The second phase is invoked after query processing
and requires the user’s selection based on a visualized result.
Both phases are processed tightly coupled with query pro-
cessing in accordance with semantic relations derived from
meta data, thesauri, and gazetteers that are based on spatio-
temporal ontologies.

4 Coordinating Real-World Services

There are various services available on networks in the real
world. It is necessary to find adequate services for queries.
We therefore introduce service coordinator agents into our
framework. In our framework, one service coordinator agent
performs one or both of the following roles.

1. Service provider agents that provide services. Each ser-
vice provider agent advertises its service description in
DAML-S.

2. Mediator agentsthat forward queriesto adequate service
provider agents based on the service descriptions of the
service provider agents.

Moreover, the service provider agents are categorized into the
following two types.

1. Service wrapper agent that wraps Web services.
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2. Serviceintegrator agent that integrates services provided
by other service provider agents. Each serviceintegrator
agent advertises a composite service description.

In the prototype system, we implemented two types of Web
services: a Semantic Web search service and a route finding
service. These Web servicesare wrapped by the service wrap-
per agents. We aso implemented a service integrator agent
that integrates these two services. For example, consider a
query, “find aroute to Kyoto station and a bank on the way to
Kyoto station.” The user agent trandates the query and asks
amediator agent. The mediator agent forwards the trand ated
query to the service integrator agent based on the service de-
scriptions.  The service integrator agent first asks a service
wrapper agent that provides a route finding service about the
route. Then, the service integrator agent asks a service wrap-
per agent that provides a Semantic Web search service about
abank along the route.

5 Conclusion

In this demonstration, we showed how the prototype system
works through searching for real world services in Kyoto,
Japan. We assume enlargement of the Semantic Web will lead
to aclose relation between the Internet and the real world ser-
vices. To accelerate such evolution, we are planning to refine
the framework and the prototype system along with meta data
and ontologies.
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1 Overview

RDF Schema

In this demo we show how ontologies can be used to suppo Ontologies Links
annotation and search in image collections. Figure 1 show provides AAT Equivalence
the general architecture we used within this study. For this restricted wNordNet - “—— Subclass
study we used four ontologies (AAT, WordNet, ULAN, Icon- vocabulary ULAN Artist-style
class) which were represented in RDF Schema. The resul l

ing RDF Schema files are read into the tool with help of the Annotation template Image
SWI-Prolog RDF parsér The tool subsequently generates VRA Core Categories Image annotation Annotations
a user interface for annotation and search based on the RL ~ Suelecttemplate — | & searchtool | «——
Schema specification. The tool supports loading images an  RoF schema S Prolog parser ROF

image collections, creating annotations, storing annotation
in a RDF file, and two types of image search facilities.

For this study we used four thesauri, which are relevant fol
the art-image domain:

1. The Art and Architecture Thesaurus (AAT) is a large
thesaurus containing some 125,000 terms relevant fc.

the art domain. The terms are organized in a single hier-, )
archy g g Figure 1: Tool architecture.

2. WordNet is a general lexical dat in which nouns . .
° s a general lexical database e no Jata elements as Dublin Core data elements. The subject of

verbs, adjectives and adverbs are organized into sy he i s d bed with lecti f stat ts of th
onym sets, each representing one underlying lexical con: '€ 'Mage IS described with a coliection of statements ot the

cept. WordNet concepts (i.e. “synsets’) are typicallyform “agent action object recipieht Each statement should

used to describe the content of the image. In this studﬂf Ieaﬁt_] h?ve an ag%n't (fﬁg. a ptortralt) oran cl’bji"cé (fe.g. ?St'”
we used WordNet version 1.5, limited to hyponym rela- 1€): The terms used in the sentences are selected from terms

tions. in the various t.hesauri. _ . _
Where possible, a slot in the annotation template is bound
3. Iconclass is an iconographic classification system, proto one or more relevant subtrees of the ontologies. For ex-
viding a hierarchally organized set of concepts for de-ample, the VRA slostyle/period is bound to two subtrees in
scribing the content of visual resources. We used a subaAT containing the appropriate style and period concepts.
set of Iconclass. The four ontologies contain many terms that are in some

4. The Union list of Artist Names (ULAN)contains infor- Way related. For example, WordNet contains the concept

mation about around 220,000 artists. A subset of 30,00tvife , which is in fact equal to the AAT concepives . We

artists, representing painters, is incorporated in the tool2dded three types of ontology links: (1) equivalence relations,
) ] (2) subclass relations, and (3) domain-specific relations: e.g.,
For annotation and search purposes the tool provides thgxtist to style.

user with a description template derived from the VRA 3.0

Corg Categories. The VRA template is defined as a speciadt Demo Excerpt§

ization of the Dublin Core set of metadata elements, tailore . ) .

to the needs of art images. The VRA Core Categories follow?-1 Annotating art-historic features

the “dumb-down” principle, i.e., a tool can interpret the VRA Figure 2 shows a screenshot of the annotation interface. In

_— this scenario the user is annotating an image of a painting

'For more information see: J. Wielemalaral. (2003) Prolog-
based infrastructure for RDF: performance and scalabHitgceed- 20ther functionality includes transforming existing annotations
ings ISWC'03 and annotating image content.
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B3, MIA tool -- file:d:/tool/domains/art-paintings/arichive/chagall/birthday.jpg JiSearch concepts
File  Annotate Search Ontology  Help [ ~] .
AIA Search
Sle Bl & “nphro(lite ,vI ﬂl |
Praduction | Physical | Gantent | Administration |
“me | Method: | Sub class =
Birthday
Techniaue _—ﬁearch —IQIear
“oil painting, vlﬁj
= Sl
Relation
I |
Date
] { [1915 |
Culture
“Rminn ‘vlﬁj
W(I:Ei;‘:u Marc ‘vlﬁj
= — Figure 4. Example of concept search.
Found 1
;1Query Database
. . . Production | Physical | Content | Administration | Query results
Figure 2: Screenshot of the annotation interface. Fme -
Select term hni

Search in: M Label ™ Synonym I Comment

For

L

| substiing =] Fird Cancel

Resource
LAAT—Ent\ty
EFStyles and Periods
styles and periods by general era>
B<styles and periods by region>
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Et<European styles and periods>

Et<madern European styles and movements>
Et<maodern European fine arts styles and movemd

=Surrealism

b

tvle Period

Relation

Culture
|Netherlandish,

Creator

s

[
[
{
[m
[
{

4] [ 2]

<no description:

Clear [ Bearch

Preparing overview .. done

| =1 =

) _ ) Figure 5: Search using the annotation template.
Figure 3: Browser window for values ddtyle/period.

! ) would find “Venus” in the title (“Birth of Venus” by Botti-
by Chagall. The figure shows the tab for proc_iuctlon-_relateq:e"i) and in the subject-matter descriptioveus (a Ro-
VRA data elements. The four elements with a “binocu- ., deity) standing seashell ). The word “Venus” in
lars™ icon are linked to subtrees in the c.)ntolog|es,“|._e., AAThe title can only be used for syntactic marches (we do not
and ULAN. For example, if we would click on the "binocu-  paye an ontology for titles), but the concept in the subject de-
lars” for style/period the window shown in Figure 3 would gcription can be used for semantic matches, thus satisfying
pop up, showing the place in the hierarchy of the concepjne “Aphrodite” query.
Surrealist We see that it is @ concept from AAT. The  General concept search retrieves images which match the
top-level concepts of the AAT subtrees from which we cangery in some part of the annotation. The second search op-
select a value fostyle/period are shown with an under- o allows the user to exploit the annotation template for
lined bold font (i.e.<styles and periods by general search proposes. An example of this is shown in Figure 5.
era > and<styles and periods by region >): Here, the user is searching for images in which the alibt
; ; ture matchesNetherlandish . This query retrieves all im-
2.2 Searching for an image ages with a semantic match for this slot. This includes images

The tool provides two types of semantic search. With the firsh¢ pych andFlemish paintings, as these are subconcepts of
search option the user can search for concepts at a randqQRtherlandish

place in the image annotation. Figure 4 shows an example
of this. Suppose the user wants to search for images assocj- , ,
ated with the conceptphrodite . Because the ontologies /‘cknowledgments This work was supported by the IOP Project
contain an equivalence relation betwegmus (as a Roman Interactive discolore _of Multlrr_ledla_ Informatlc_)n and Kn_owledg

deity, not the planet nor the tennis player) akghrodite | and the ICES-KIS project “Multimedia Information Analysis”, both

the search tool is able to retrieve images for which there j§unded by the Dutch Ministry of Economic Affairs. We gratefully

no syntactic match. For example, if we would look at the an_acknowledge the contributions of Marcel Worring, Giang Nguyen

notation of the first hit in the right-hand part of Figure 4, we 2nd Maurice de Mare.
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Abstract

We have developed an environment for build-
ing/using ontologies, named Hozo. Since Hozo is
based on an ontological theory of a role-concept,
it can distinguish concepts dependent on par-
ticular contexts from so-called basic concepts and
contribute to building reusable ontologies. We
present an outline of the features of Hozo and
demonstrate its functionality.

1 Introduction

Building an ontology requires a clear understanding of
what can be concepts with what relations to others. Al-
though several tools for building ontologies have been
developed to date, few of them were based on enough
consideration of an ontological theory. We argue that a
fundamental consideration of these ontological theoriesis
needed to develop an environment for developing an on-
tology [Sowa, 1995; Guarino, 1998]. We have developed
an environment for building/using ontologies, named
Hozo, based on both of a fundamental consideration of an
ontological theory and a methodology of building an on-
tology. The features of Hozo are: 1) it can distinguish
concepts dependent on particular contexts from so-called
basic concept, 2) it can manage the correspondence be-
tween a wholeness concept and a relation concept, 3) it
supports distributed ontology development based on de-
pendency management between component ontologies.
We present an outline of the features of Hozo and dem-
onstrate its functionality.

2 Hozo

2.1 The architecture of Hozo

We have developed an integrated ontology engineering
environment, named “Hozo ", for building/using task
ontology and domain ontology based on fundamental
ontological theoriegKozaki et al., 2000; 2002]. “Hozo” is
composed of “Ontology Editor”, “Onto-Studio” and
“Ontology Server” (Figure.l). Ontology Editor provides
users with a graphical interface, through which they can
browse and modify ontol ogies by simple mouse operations
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(Figure.2). Onto-Studio is based on a method of building
ontologies, named AFM (Activity-First Method)
[Mizoguchi et al., 1995]. The building process of ontolo-
gies using Onto-Studio consists of 12 steps and it helps
users design an ontology from technical documents. On-
tology Server manages ontologies and models which are
built in Hozo. The ontology and the resulting model are
available in different formats (Lisp, Text, XML/DTD,
DAML+OIL) that make it portable and reusable.

2.2 The features of Hozo

Hozo has been designed based on a fundamental considera-
tion of ontological theories, and it has following remarkable
features:

1. Clear discrimination among a role-concept (e.g. teacher
role), arole-holder (e.g. teacher) and a basic concept (e.g.
man) is done to treat “Role” properly.

2. Management of the correspondence between a wholeness
concept (e.g. brothers) and a relation concept (e.g. broth-
erhood).

3. Distributed ontology development based on dependency
management between component ontologies.

What isarole? : Basic concept, role concept and
role holder

When an ontology is seriously used to model the real
world by generating instances and then connecting them,
users have to be careful not to confuse the Role such as
teacher, mother, front wheel, fuel, etc. with other basic
concepts such as human, water, oil, etc. The former is a
role played by the latter. To deal with the concept of role
appropriately, we identified three categories for a concept.
That is, a basic concept, a role-concept, and arole holder.

iping\
Joypg -

q

Busmo iq
/Buipjing
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y —
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Figure.1 The architecture of Hozo
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An entity of the basic concept that plays a role such as
teacher role or wife role is called a role holder. A basic
concept is used as the class constraint. Then an instance
that satisfies the class constraint plays the role and be-
comes arole holder. For example, when aman playsarole
as ateacher (“ateacher role”) in a school which is defined
as a role-concept, he is called “a teacher” which is role
holders. Hozo supports to define such a role concept as
well as a basic concept.

Wholeness concept and relation concept

There are two ways of conceptualizing athing. Consider a
“brothers’” and a“ brotherhood” . “ The Smith brothers” isa
conceptualization as concept, on the other hand “broth-
erhood between Bob and Tom” is conceptualized as a
relation. On the basis of the observations that most of the
things are composed of parts and that those parts are
connected by a specific relation to form the whole, we
introduced “wholeness concept” and “relation concept”.
The former is a conceptualization of the whole and the
latter is that of the relation. In the above example, the
“brothers” is a wholeness concept and the “brotherhood”
is a relation concept. Because a wholeness concept and a
relation concept are different conceptualizations derived
from the same thing, they correspond to each other.
Theoretically, every thing that is a composite of parts can
be conceptualized in both perspectives as a wholeness
concept and a relation concept. Hozo can manage the
correspondence between these two concepts.

Distributed ontology development based on de-
pendency management

Hozo supports development of an ontology in adistributed
manner. By a distributed manner, we mean an ontology is
divided into several component ontologies, which are
developed by different developers in a distributed envi-
ronment. The target ontology is obtained by compiling the
component ontologies. To support such away of ontology
development, Ontology Editor allows users to divide an
ontology into several component ontologies and manages
the dependency between them to enable distributed de-
velopment of an ontology. We introduced two depend-
encies. super-sub relation (is-a relation) and referred-to
relation (class constraint). The system observes every
change in each component ontologies and notifiesit to the

14

appropriate users who are editing the ontology which
might be influenced by the change. The notification is
done based on the 16 patterns of influence propagation
analyzed beforehand. The notified users can select the
countermeasure among the three alternatives: (1)to adapt
his/her ontology to the change, (2)not to do adapt to the
change but stay compliant with the last version of the
changed ontology and (3)neglect the change by copying
the last version into his’/her ontology[Sunagawa et al.,
2003].

3 Conclusion and Future work

We outlined our ontology development system, Hozo. The
system has been implemented in Java and its ontology
editor has been used for 6 years not only by our lab
members but also by some researchers outside [Mizoguchi
et al., 2000; Kitamura et al., 2003]. We have identified
someroom to improve Hozo through its extensive use. The
following is the summary of the extension:

¢ Ontological organization of various role-concepts.
e Augmentation of the axiom definition and the language.

e Gradable support functions according to a user’s level
of skill.
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Description

This demo complements the paper, “Task Computing —
the Semantic Web meets Pervasive Computing,” which
has been accepted for ISWC2003 (Industrial Track #202).
Task computing is a new paradigm for how users interact
with devices and services that emphasizes the tasks that
users want to accomplish while using computing devices
rather than how to accomplish them. Task computing fills
the gap between what users want to do and the devices
services that be available in their

and/or might

environments. Task computing presents substantial
advantages over traditional approaches, such as the
current personal computing paradigm, namely, it is more
adequate for non-expert computer users, it is a time-saver
for all types of users and is particularly suited for the
emerging pervasive computing type of computing
environments.

We call “Task Computing Environments (TCE),” a
framework that support task computing, by providing
support for its workflows, semantic service descriptions,
and service management for end-users.

Our Task Computing Environment (TCE) consists of Task
Computing Clients (TCC), which we call STEER
(Semantic Task Execution EditoR), multiple Semantically
Described Services (SDS’s), Semantic Service Discovery
Mechanisms (SSDM’s), and Service Controls.

We base our technology on standards as much as possible.

For example, we use a web client for STEER’s user

interface, UPnP [1] for SSDM, DAML-S [2] for semantic
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service descriptions, UPnP and Web services for service
invocations. By combining these existing technologies in
a framework that enables wuser-driven discovery,
composition and execution of complex tasks, in real-time
(as opposed to design time) task computing provides a
totally different level of interoperability between devices
and services, along with a novel user experience.

In the demo, for example, the user can display her slides
from her own computer or the remote web service result
on any display in the environment or use the environment
to share information with other users (even after the first
user left the environment!). Such a universal and flexible
task computing framework proves, we believe, to be very
useful and powerful in environments like hospitals,
offices, and homes where the end-user can integrate and
manipulate seamlessly functionalities on her own
computer, devices around her, and remote web services,
enabling her to easily define, execute and monitor
complex tasks, in ways that can only be accomplished

today by painstaking, design-time integration.

1. Universal Plug and Play, http://www.upnp.org/

2. DAML Services, http://www.daml.org/services/
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Demonstrator: Ontologies and Inference in Delivering Policy-Driven
Automotive Supply Chain Automation

Gary Ng, Henrik Pettersen, Matthew Quinlan, Azad Uddin
Network Inference Limited, 25 Chapel Street, London NW1 5DH

1. Introduction

This abstract describes a demonstrator using Network
Inference’s Construct and Cerebra Server and the W3C’s
OWL language [McGuinness et al., 2003] to integrate
multiple databases which use different schemas and
vocabularies in different corporate domains, and use
inference to provide adaptive policy-driven behavior to a
supply chain application in the automotive industry.

2. Database Integration

The demonstrator uses a Java client to load and query
ontologies using Cerebra Server’s standard API over
SOAP. Cerebra Server manages database access through
its data interface (see Figure 1).

sEe

MySQL RDBMS

Figure 1: Demonstrator Architecture

The demonstrator starts by loading an ontology
whose concepts and properties have been mapped into
tables and columns in a single database schema using
Construct, a graphical ontology modeling tool in MS
Visio (Figure 2). The database schema defines
components, their manufacturers and attributes for car
models defined within an ERP system. The database is
queried via the Cerebra Server query API.

The demonstrator shows the use of ontologies
and inferencing to resolve data schema inconsistencies at
run-time without recoding at the application level,
database changes or other conversion procedures.
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Figure 2: Database Oriented Ontology

The demonstrator loads new ontologies which
describe additional databases with different schemas.
Further ontologies define a small number of logical
statements linking objects in any two of the database
ontologies (Figure 3). Cerebra Server dynamically loads,
classifies and checks consistency of the ‘federated’ set of
ontologies. At query time, the client application issues a
single unchanged query to Cerebra Server which infers
the databases, tables and columns required for data
retrieval and issues multiple SQL commands.

Tyre Taiya
«7 == 4”

—--equivalentProperty -

-""" eq UIvaIentProperty-“-

Figure 3: Logical statements linking database ontologies

The addition of a new database requires its
association with only one of the existing ontologies. The
approach proves to be extremely scalable and flexible for
enterprise information integration.



3. Policy-driven Supply Chain Management
Section 2 focused on a basic data-oriented ontology to
integrate disparate data for querying.

y 4

Policies

Defines logic
defining domain and
application behavior

Describes domain structure Domain & Knowledge

Describes and accesses

instance data Data-Oriented

o _/
hd

Single or distributed (federated)
conceptual model

Figure 4: Multiple ‘layers’ within an ontology architecture

The demonstrator also uses an abstract domain
structure (a supply chain ontology) to describe the
relations between suppliers and customers, regions,
routes, components and products. It is linked to the data-
oriented ontology.

The demonstrator introduces an additional
ontological definition of supply chain interruptions —
localized events which potentially disrupt the supply
chain - and associated generic ‘policies’ (Figure 5).

Company Interruption
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affects

1Companylnterruption [Warlnterruption MaturalDisasterl nterruption|

: |
/ \ affectedBy hasRegion hasRegion

[Qualityinterruption|  [Strikelntemuption|  le<Anonymous>>; Regicn EarthCGuakelnterrupticn
regionName
!
L EJ
o Y
15 Japan ]

Figure 5: Excerpt of Supply Chain Ontology

The demonstrator allows a simple interruption
(defined by type and location) to be dynamically added
via the UI, eg a Natural Disaster in Japan. Cerebra Server
infers affected car models through their components,
suppliers, facilities and delivery routes. The application
behavior ‘adapts’ to the changed state of the supply chain
without the need to recode or provide knowledge of the
event and its impacts explicitly to users or applications.

The demonstrator uses inference to identify
equivalent components or suppliers which are unaffected
by the interruption and are valid alternatives to minimize
the supply chain impact.
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Figure 6: Inferred impacts of supply chain interruption

4. Using Cerebra Server and Construct

Cerebra Server is an enterprise platform, deploying a
Description Logic-based inference engine which
supports the W3C’s OWL-DL. Cerebra Server is
deployed as a web service for ease of integration. Its
XQuery API provides a flexible, expressive and easy-to-
use querying syntax.

Construct enables users to create and edit
ontologies, and extend simple structures to describe
complex logical expressions according to the OWL
specification using graphical symbols and reasoning.

Construct is used with Cerebra Server to
minimize complexity and the number of direct
relationships needed to represent the business and data
models. Cerebra Server is used to resolve data schema
inconsistencies at run-time through inference using
database mappings defined using Construct. Cerebra
Server ensures logical consistency across multiple
ontologies.

5. Summary

Cerebra Server and Construct were used to integrate
inconsistent databases and provide adaptive behavior to
systems through inference using logical ‘policies’.

Cerebra Server classifies supply chain
interruptions and infers affected production line models.
The demonstrator application adapts dynamically to the
event without recoding, limiting the event description to
defining its direct attributes within the ontology.
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SEAN: A System for Semantic Annotation of Web Documents
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Semantic Web documents use metadata to express the
meaning of the content encapsulated within them. Although
RDF/XML has been widely recognized as the standard vehi-
cle for describing metadata, an enormous amount of semantic
data is still being encoded in HTML documents that are de-
signed primarily for human consumption. Tools such as those
pioneered by SHOE [Heflin et al., 2003] and OntoBroker
[Fensel et al., 1998] facilitate manual annotation of HTML
documents with semantic markups.
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Figure 1: New York Times front page

In this demo we will present SEAN, a system for au-
tomatically annotating HTML documents. It is based on
the idea that well-organized HTML documents, especially
those that are machine generated from templates, contain rich
data denoting semantic concepts (e.g. “News Taxonomy”
and “Major Headline News™) and concept instances. These
kinds of documents are increasingly common nowadays since
most Web sites (e.g., news, portals, product portals, etc.)
are typically maintained using content management software
that creates HTML documents by populating templates from
backend databases. For example observe in Fig 1 that it has
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a news taxonomy (on the left in the figure), which does not
change, and a template for major headline news items. Each
of these items begins with a hyperlink labeled with the news
headline (e.g. “White House...”), followed by the news source
(e.g. “By REUTERS...”), followed by a timestamp and a text
summary of the article (e.g. “The White House today...”) and
(optionally) a couple of pointers to related news. These con-
cepts and concept instances can be organized into a semantic
partition tree (such as the one shown in Fig 2, which repre-
sents the “semantics” of the HTML document.

In a semantic partition tree each partition (subtree) consists
of items related to a semantic concept. For example, in Fig 2
all the major headline news items are grouped under the sub-
tree labeled “Major Headline News”.

There are two main tasks underlying the creation of a se-
mantic partition tree from a HTML document: (i) identify
segments of the document that correspond to semantic con-
cepts; and (ii) assign labels to these segments. Informally,
we say that several items are semantically related if they all
belong to the same concept.

SEAN automatically transforms well-structured HTML
documents into their semantic partition trees by exploiting
two key observations. The first observation is that semanti-
cally related items exhibit consistency in presentation style.
For example, observe the presentation styles of the items in
the news taxonomy on the left in Figure 1. The main taxo-
nomic items “NEWS”, “OPINION”, “FEATURES”, etc., are
all presented in bold font. All the subtaxonomic items (e.g.
“International”, “National”, “Washington”, etc.) under the
main taxonomic item (e.g. “NEWS”) are hyperlinks. A sim-
ilar observation can also be made on all the major headline
news items in the figure. The second observation is that se-
mantically related items exhibit spatial locality. For exam-
ple, when rendered in a browser, all the taxonomic items are
placed in close vicinity occupying the left portion of the page.
Specifically, in the DOM tree corresponding to the HTML
document in Fig 1 all the items in the news taxonomy will be
grouped together under one single subtree.

The first observation leads to the idea of associating a type
with every leaf node in the DOM tree. The type of a leaf node
consists of the root-to-leaf path of this node in the DOM tree
and captures the notion of consistency in presentation style.
The second observation gives rise to the idea of propagating
types bottom-up in the DOM tree and discovering structural
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Figure 2: Partition tree of the New York Times front page

recurrence patterns for semantically related items at the root
of a subtree. Based on the idea of types and type propagation,
SEAN does structural analysis of the HTML document for
automatically partitioning it into semantic structures. In the
process it also discovers semantic labels and associates them
with partitions when they are present in the document (e.g.
“NATIONAL”, “INTERNATIONAL", etc. appearing in the
third column in Fig 1.

SEAN augments structural analysis with semantic analy-
sis to factor in structural variations in concept instances (e.g.,
the absence of the pointers to related news in the third major
headline news item in Fig 1 in contrast to others). Seman-
tic analysis makes lexical associations via WordNet to more
accurately put the pieces of a concept instance together. To
assign informative labels that are not present in a HTML doc-
ument (e.g. “Major Headline News” in Fig 1) to partitions
semantic analysis makes concept associations by classifying
the content of a partition using an ontology encoding domain
knowledge.

Thus SEAN uniquely combines structural and semantic
analysis to automatically discover and label concept instances
in content-rich template-based HTML documents w.r.t. a do-
main ontology. Details appear in [Mukherjee et al., 2003].
The demo will illustrate how SEAN is used to assign seman-
tic labels to HTML documents. For semantic analysis SEAN
provides a very simple editor for creating/editing ontologies
for domains of interest. The generated semantic partitions are
assigned concept labels by either matching keywords in the
partition’s content to those associated with concepts in the
ontology or by applying concept classification rules to fea-
tures extracted from the content. The keywords as well as
the rules used for classification can both be edited. We point
out that there has been extensive work on ontology tools and
classifiers and in the future we plan on designing a plug-in
architecture for SEAN that will support the use of any so-
phisticated ontology editing tools such as Protege [Protege,
2000], Shoe [Heflin et al., 2003], OntoBroker [Fensel et al.,
1998], etc. and powerful statistical and rule-based classifiers
such as Naive Bayes and decision trees [Mitchell, 1997] for
doing semantic analysis.

In terms of related work, although a number of works par-
tition a HTML page based on structural analysis, tools based
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on combining it with domain ontologies for semantic an-
notation are described in [Dill et al., 2003; Handschuh and
Staab, 2002; Handschuh et al., 2003; Heflin et al., 2003].
In [Handschuh and Staab, 2002; Handschuh et al., 2003;
Heflin et al., 2003] powerful ontology management systems
form the backbone that supports interactive annotation of
HTML documents. The observation that semantically related
items exhibit spatial locality in the DOM tree of the HTML
document is not exploited in [Dill et al., 2003]. As a result,
their partitioning algorithm may fail to identify proper con-
cept instances in template generated HTML pages.
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1 Introduction

SEWASIE (SEmantic Webs and AgentS in Integrated
Economies) (IST-2001-34825) is a research project founded
by EU on action line Semantic Web (May 2002/April 2005)
(http://www.sewasie.org/). The goal of the SEWASIE project
is to design and implement an advanced search engine en-
abling intelligent access to heterogeneous data sources on the
web via semantic enrichment to provide the basis of struc-
tured secure web-based communication. A SEWASIE user
has at his disposal a search client with an easy-to-use query
interface able to extract the required information from the
Internet and to show it in an easily enjoyable format. In
this paper we focus on the Ontology Builder component of
the SEWASIE system, that is a framework for information
extraction and integration of heterogeneous structured and
semi-structured information sources, built upon the MOMIS
(Mediator envirOnment for Multiple Information Sources)
[Bergamaschi et al., 2001] system.

The Ontology Builder implements a semi-automatic
methodology for data integration that follows the Global as
View (GAV) approach [Lenzerini, 2002]. The result of the
integration process is a global schema which provides a rec-
onciled, integrated and virtual view of the underlying sources,
GVYV (Global Virtual View). The GVV is composed of a set
of (global) classes that represent the information contained in
the sources being used and the mappings establishing the con-
nection among the elements of the global schema and those
of the source schemata. A GVYV, thus, may be thought of as a
domain ontology [Guarino, 1998] for the integrated sources.
Furthermore, our approach “builds” a domain ontology as the
synthesis of the integration process, while the usual approach
in the Semantic Web is based on “a priori” existence of an
ontology (or a list of different versions of an ontology). The
obtained conceptualization is a domain ontology composed
of the following elements (see figure 1):

e local schemata of the sources: formal explicit descrip-
tions with a common language, ODL 3 [Bergamaschi er
al., 2001], of concepts (classes), properties of each con-
cept (attributes), and restrictions on instances of classes
(integrity constraints).

e annotations of the local sources schemata: each element
(class or attribute) is annotated with its meanings accord-
ing to lexical ontology (we use WordNet [Miller, 1995]).
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e a Common Thesaurus: is a set of intensional and
extensional relationships, describing intra and inter-
schema knowledge about elements of sources schemata.
The kind of relationships are SYN (synonym of), BT
(broader term / hypernymy), NT (narrower term / hy-
ponymy) and RT (related term/relationship).

e a Global Virtual View (GVV): it consists of a set of
global classes and the mappings between the GVV and
the local schemata. In our approach, each Global Class
represents a concept of the domain and each Global At-
tribute of a Global Class a specification of the concept.
It is possible to define ISA relationships between Global
Classes and to use a Global Class as domain of a Global
Attribute.

e annotations of the GVV: the GVV elements (classes and
attributes) meanings are semi-automatically generated
from the annotated local sources.

With reference to the Semantic Web area, where generally
the annotation process consists of providing a web page with
semantic markups according to an ontology, in our approach
we firstly markup the local metadata descriptions and then we
produce the annotation of the GVV elements.

2 The Ontology Integration phases

1. Ontology source extraction

The first step is the construction of a representation of
the information sources, i.e. the conceptual schema of
the sources, by means of the common data language
ODLI3. To accomplish this task, the tool encapsulates
each source with a wrapper that logically converts the
underlying data structure into the ODLI3 information
model. For conventional structured information sources
(e.g. relational databases, object-oriented databases),
schema description is always available and can be di-
rectly translated. In order to manage a semi-structured
source we developed a wrapper for XML/DTDs files.
By using that wrapper, DTD elements are translated into
semi-structured objects in the same way as OEM objects
[Papakonstantinou ef al., 1995].

. Annotation of the local sources
The designer has to manually choose the appropriate
WordNet meaning for each element of local schemata.
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Figure 1: The Ontology Integration phases

First, the WordNet morphologic processor aids the de-
signer by suggesting a word form corresponding to the
given term, then the designer can choose to map an ele-
ment on zero, one or more senses. If a source description
element has no correspondent in WordNet, the designer
may add a new meaning and proper relationships to the
existing meanings.

. Common Thesaurus generation

The relationships of the Common Thesaurus are auto-
matically extracted by analyzing local schemata descrip-
tion (for example in XML data files, ID and IDREF gen-
erate a BT/NT relationship and nested elements RT rela-
tionships), from the lexicon, on the basis of source anno-
tation and of semantic relationships between meanings
provided by WordNet, and inferred by using descrip-
tion logic inference techniques provided by ODB-Tools
[Beneventano et al., 1997].

. Affinity analysis of classes

Relationships in the Common Thesaurus are used to
evaluate the level of affinity between classes intra and
inter sources. The concept of affinity is introduced to
formalize the kind of relationships that can occur be-
tween classes from the integration point of view. The
affinity of two classes is established by means of affinity
coefficients based on class names, class structures and
relationships in Common Thesaurus.

. Clustering classes

Classes with affinity are grouped together in clusters us-
ing hierarchical clustering techniques. The goal is to
identify the classes that have to be integrated since de-
scribing the same or semantically related information.

. Generation of the mediated schema (GVYV)

For each cluster C, composed of a set S of local classes,
a Global Class GC and mappings between global and lo-
cal attributes are automatically defined. In particular, at-
tributes of local classes in S related by SYN and BT/NT
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relationships in the Common Thesaurus are grouped and
mapped into a single global attribute of GC.

Annotation of the GVV

GVV elements (classes and attributes) meanings are
semi-automatically generated from the annotated local
sources. For a Global Class, the annotation is performed
by considering the set of all its ”broadest” local classes
w.r.t. the relationships included in the Common The-
saurus. In particular the union of the meanings of the lo-
cal class names in are proposed to the designer as mean-
ings of the GVV and the designer may change this set,
by removing some meanings or by adding other ones.
For a Global Attribute, we use the same method starting
from the set of local attributes which are mapped into it.
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Abstract

We present an ontology-based platform for eco-
nomic and financial content management, search
and delivery. Our goals include a) the develop-
ment of an ontology for the domain of economic
and financial information, b) the integration of
contents and semantics in a knowledge base that
provides a conceptual view on low-level con-
tents, c) an adaptive hypermedia-based knowl-
edge visualization and navigation system, and d)
semantic search facilities.

1 Introduction

The field of economy and finance is a conceptually rich
domain where information is complex, huge in volume,
and a highly valuable business product by itself. A mas-
sive amount of valuable information is produced world-
wide every day, but no one is able to process it all. Effi-
cient filtering, search, and browsing mechanisms are
needed by information consumers to access the contents
that are most relevant for their business profile, and run
through them in an effective way.

The finance community is a major spender in informa-
tion technology. The web has created new channels for
distributing contents, to which more and more activity
and information flow has been shifting for more than a
decade. The new web technologies are enabling a trend
away from monolithic documents, towards the emergence
of new content products that consist of flexible combina-
tions of smaller content pieces, fitting different purposes
and consumers, and procuring a more efficient capitaliza-
tion and reuse of produced contents.

Along this line, a number of XML standards for finan-
cial contents and business have been defined during the
last few years, like FpML, XBRL, RIXML, ebXML,
NewsML, IFX, OFX, MarketsML, 1SO 15022, swiftML,

" Thiswork is funded by the Spanish Ministry of Science and
Technology, grants FIT-150500-2003-309, T1C2002-1948.
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MDDL, to name a few [Coates, 2001]. Most of them are
concerned with describing business processes and trans-
actions. Some, like XBRL, RIXML and NewsML, do
focus on content structure and provide a rich vocabulary
of terms for content classification. Our assessment is that
these vocabularies need significant extensions when
faced to the actual needs of content managers that deal
with advanced financial information. More insightful
semantics and a sharper level of representation are re-
quired to describe and exploit complex information cor-
pora.

The purpose of our work is to achieve an improvement
in current Internet-based economic information manage-
ment practice by adopting Semantic Web technologies
and standards in a real setting. We have undertaken a
joint project involving a content provider in this field,
and two academic institutions, aiming at the development
of an ontology-based platform for economic and financial
content management, search and delivery. The specific
technical goals of this project are:

Define an ontology for the economic and financial in-
formation domain.

Develop ontology-aware tools for content provision
and management.

Develop a hypermedia-based module for content visu-
alization and semantic navigation in web portals.

Support semantic search in terms of the economic and
financial information ontology.

Include a user modeling component to be used in
navigation and search.

2 Financial and Economic Information
Providers

Tecnologia, Informacion y Finanzas (TIF), is part of a
company corporation that generates high-quality eco-
nomic information (equity research notes, newsletters,



analysis, sector reports, recommendations), and provides
technologic solutions for information consumers to ac-
cess, manage, integrate and publish this information in
web portals and company intranets.

The consumer profile of thisinformation is diverse, in-
cluding financial institutions, banks, SMEs that use the
information in decision making and foreign trade activ-
ity, and distributors who publish the information in first-
rank printed and digital media about Spanish economic
activity. Adequating the information and delivery proce-
dures to such heterogeneous customer needs, interests,
and output channels, is quite a challenge.

A large group of professionals and domain experts in
the company is in charge of generating daily economic,
market, bank, and financial analyses, commercial fair
reports, import/export offers, news, manuals, etc. This
information is introduced in the company database,
which feeds the automatic delivery systems and web
sites. Contents are organized and processed on the basis
of a conceptual model (in expert’s mind), a vocabulary
for information structures and classification terms, which
is driven by market needs and reflects the view of the
company on the information products it deals with. This
model is present somehow in the current TIF software
system for information management: it is implicit in the
design of the database. As a consequence the possibilities
to reason about it are fairly limited.

3 A Semantic Knowledge Base for Eco-
nomic and Financial Information

Our first endeavor in this project is to wrap the current
databases where contents are stored into a knowledge
base that provides a conceptual ontology-based view of
the information space, above the low level content stor-
age system.

We have built an ontology where the conceptual model
of TIF is explicitly represented. It includes concepts like
MutualFund, IndustrySector, CommercialFair, Eco-
nomiclndicator, CompanyReport, TechnicalAnalysis,
FinancialAnalyst, Publisher, Association, and Business-
Opportunity, relations between such concepts, and sev-
eral classification hierarchies for subject topics, industry
sectors, intended audience, and other content fields. In
this ontology, the old data model has been transformed
and augmented with explicit semantics, and enriched
with collected domain expertise from TIF. We have inte-
grated the RIXML classification schemes as well, extend-
ing and adapting them to support the TIF concepts, ter-
minology, and views. We have defined a mapping from
our ontology to RIXML and NewsML formats. The con-
version from our ontology to these standards implies a
(meta)information loss, in exchange for a wider potential
dissemination.

The knowledge base can be queried and browsed di-
rectly in terms of the conceptual view. Meaningful que-
ries can be expressed in terms of the vocabulary provided
by the ontology, improving current keyword-based
search. The database from which actual contents and data
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are retrieved has not been redesigned, which would have
implied a major cost and a disruption for a critical ser-
vice that needs to keep going. Instead, we have devel-
oped a gateway that dynamically maps ontology in-
stances to (combinations of) database records and fields.

The tools for inputting contents have been adapted to
allow defining richer semantics in terms of the ontology.
Content managers themselves are users of a highly ex-
pressive version of the search and browsing facilities.
Efficiency and precision in locating the right contents,
and ease of navigation through them, are essential for
authors who classify and link pieces together to define
global information structures.

The explicit ontology allows more meaningful and
precise user profiles, which can express preferences on
specific topics, content classes, or even abstract content
characterizations. User profiles are taken into account by
the adaptive hypermedia-based visualization and naviga-
tion module, which is based on our previous work on
Pegasus [Castells, 2001]. It uses an explicit presentation
model, defined in afairly simple language, where parts of
a semantic network can be easily referenced, and condi-
tions over the user model can be expressed. Presentation
models are associated to ontology classes, and define
what parts (attributes and relations) of a class instance
must be included in its presentation, their visual appear-
ance and layout.

5 Conclusions

The development of a significant corpus of actual Seman-
tic Web applications has been acknowledged as a neces-
sary achievement for the Semantic Web to reach critical
mass [Haustein, 2002]. The project presented here in-
tends to be a contribution in this direction. It takes up our
previous research work on Semantic Web user interfaces
and adaptive navigation systems [Castells, 2001], and
will provide a testing ground for our past and future re-
search.

The system is currently under active development. Pro-
t§eRDF(S), Jena 2, and RDQ are used to build, repr e
sent, parse, and query the ontology. A full implementa-
tion of the system is scheduled to be released by the be-
ginning of 2004.
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1 Motivation

The emergence of Web Service technology and the
evolution towards the Semantic Web offer new
opportunities to automate e-business and to provide new
value added services. The MIKSI project addresses the
business of cultural institutions and focuses on Web
Services for digital administration of members, cooperation-
partners, sponsors, journalists and event-data and interactive
services for journalists, cultural workers and their
customers. The goal of the MIKSI project is to define and
implement a service oriented integration platform, which
provides pluggable and reusable components, defined as
atomic services, XML based semantic description of
business processes, ongoing tasks controlled by a process
flow composition engine and a possibility to perform
dynamic service discovery and composition based on user-
defined goals and a knowledge base (KB). The knowledge
base contains semantic descriptions about the capabilities of
registered atomic services.

2 Goals and proposed Solutions

The MIKSI integration platform will be developed to
support several key requirements for effective service
finding, process composition and integration with third
party applications:

basic components realized as simple well defined
internal objects or external web services.

business processes described in high level manner
as XML documents.

high level processes performed through an engine
that provides run time composition based on
semantic process description.

integration of dynamic sub-processes in a static
described process flow depending on pre defined
goals and user interactions.

efficient knowledge base about capabilities of
atomic services that supports dynamic service
finding and process composition.
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Building on Business Process Execution Language for Web
Services (BPEL4WS [2], [8]) MIKSI uses a novel approach
to integrate Semantic Web technology and dynamic
composition of services into process flows. MIKSI benefits
from using the advantages of the process definition in
BPEL4WS and the process execution by BPWS4J engine
[4] by IBM used for the development of MIKSI (sessions
managing, concurrency, error handling, automatically
publishing as Web service) and extends the functionality by
adding possibilities which provide on demand dynamic
composition embedded into the static description of the
BPEL process.

BPWS4J engine performs composition of atomic (web)
services based on descriptions which must be defined and
hard coded at the development time. BPEL4WS has a rich
set of statements and controls to define business process
flows with sequences, flows, loops, branching, concurrency,
transactions and error handling. But dynamic service
composition at run time is supported neither from
BPEL4WS specification nor from BPWS4J engine and it
will be a MIKSI specific extension of BPWS4J
implementation.
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Figure 1 Components of MIKSI Platform with Composition
Engine and its main components.



The dynamic service composition, performed by the MIKSI
Composition Engine, is embedded into the BPEL document
and invoked at run time through passing the goal as
arguments to the engine.

MIKSI Composition Engine will support different phases of
dynamic composition. Main parts of the MIKSI
Composition Engine are:

Goal resolver, which translates the goal into a
sequence of atomic web services.

State machine, which manages the advancement
towards the goal during the dynamically called
invocation steps and signals the fulfilment of the
goal back to the BPWS4j engine (see loop in
control flow diagram below).

Invoker, that invokes an atomic service in one
composition step.

A prototype of the MIKSI Composition Engine will be
realized in Java.

{ transient) {transient}

MIKSI Composition Enginll
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Figure 2: Control flow diagram of begin of dynamic composition
process.

The goal resolver uses semantic descriptions of Web
Services involved in the service composition. Description of
services are modeled as ontology which provide
understanding of what one atomic service can provide and
how to use its functionality in correlation to other services
in composition scenarios. This solution offers the possibility
to deploy new services by simple describing the capabilities
in the knowledge base. It provides a fast extensible
environment of the MIKSI service-platform without extra
programming effort! As a first example a “press release

26

service”, which support the composition of newsletters,
folders, etc out of different heterogeneous data-sources (e.g.
address database, event-database) is modeled and
implemented in the MIKSI platform.

3 Conclusions

The MIKSI platform will be a solution for services oriented
applications using well defined processes with mixed static
and dynamic service definitions. Building on BPEL4WS the
MIKSI Composition Engine enables a dynamic service
composition using semantic descriptions, which are mapped
to ontologies.

More information: www.miksi.org
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1 Introduction

Searchenginesaverebornwith the web,to provide toolsfor
finding information. However, they shovedtwo majordraw-
backsvery earlyon, namely

¢ (coverage) they couldnotkeepthe pacewith thegrowth
of theweb, sothattheir coveragewaslimited to a frac-
tion of the availableinformationand continuedgetting
worse

o (expressivenessf querylanguage) the keyword—based
retrieval mechanisms a token—lesel patternmatching
schemepossibly augmentedwith logical operatorsto
expresdogical conjunction,disjunction,et ceter, with
no semantiadimensionbeing consideredso that possi-
ble answerdor all the possiblemeaningof a keywords
have to be hanested giving the useravery long list of
responsetd wadethrough

Even the better contemporarysearchenginesstill face
thesessuesin thesecondalf of the90's severalideaswere
developedto attacktheseproblems.In particular

o (distribuitedarchitectue) the centralizedarchitectureof
thecurrentsearchenginess a severelimit to theirfunc-
tion; distributed architecturedik e the internetand the
web naturally call for tools which are distributed, au-
tonomousandadaptedo local needsandopportunities

¢ (agent-basedpproad) agentfeaturesnayprovidefur-
theradaptabilityrobustnessandenforcementf general
policies

¢ (semanticdimensiol the terms used by the content
providersto labelinformationandby thecontentseelers
to formulatequeriesshouldbe enrichedwith meaning,
takingtherespectie context into accounbothwhenthe
informationis readiedfor presentatior(provider side)
andwhentheuserqueryis expressedseeler side)

The SEWASIE project(SEmantic\ebsand AgentSin Inte-

grated Economies IST-2001-34825)[ The SEWASIE Con-
sortium,2007 is a 3—yearresearcranddevelopmentproject
partially sponsoredcby the EuropeanUnion to designand
develop an advancedsearchengineand an integrateduser
ervironmentfor the exploitation of semanticallyenriched
data. The partners(Universita di Modenae Reggio Emilia,

CNA Servizi Modena, Rheinisch—WsthelischenTechnis-
chenHochschulédachen Universitidi Roma’La Sapienza”,

27

Libera Universit di Bolzano, Thinking Networks AG, IBM
Italia, andFraunhofeiFIT) have joinedtheir efforts by lever-
agingtheirexperiencen thefieldsof mediatorsystemsagent
architecturespntologiesguerymanagementjserinterfaces,
negotiation supportand OLAP tools, and integrating their
technicalexpertisewith directuserneedidentification,result
evaluationin thefield, andsupportof the exploitation of the
technologicatesults.

Thefollowing sectiondescribghearchitectureof the SE-
WASIE systemijts majorcomponentsandthe currentstatus
of theproject.

2 Architecture and strategic goals

In the context describedabore the SEWASIE vision springs
up from thefollowing specificpoints

e a basic architecture should comprise information
providers, intermediariesandinformationseelers; each
actorshouldbeasautonomousispossible;

e providers and seelers must be able to expressavail-
able information and needs/questions the most nat-
ural way; in particular multi-lingualissueshave to be
addressed,;

e queriegothesystemarehandledy queryagents which
areresponsibleof supportingthe querymanagemenn
thelarge;

e intermediaries (brokering agent§ must support the
matchof requestandavailableinformation;this match-
ingis supportedy collectingsemantiénformationfrom
informationproviders,exchangingit amongintermedi-
aries,and connectingt in a (partial) global view map-
ping conceptsamonglocally istantiatedontologiesand
remotelyistantiatecones.

The architectureis expectedto be ableto supporttwo dif-
ferent scenarios,namely the narrow—deepscenario(rela-
tively few nodes,limited domains,and strongcentralcon-
trol), whichis expectedto be morelimited in scopeanddif-
fusionbut characterisetly a well-definedandcontrolledse-
manticdomain,andthewide—shallowscenariqgmary nodes,
unlimiteddomains andno centralcontrol), wherescopeand
diffusionarewiderwhile the numberandvariety of involved
semantiadomainsis higherandleadsto lighter mappingsof
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Figurel: GeneralOverview of thearchitecture

ontologiesin the definition of alocal view of the globalsys-
temby thesingleBrokeringAgent.

Somefeaturesandmostnotablythesecurityoneswill not
be researchedby the projectbut will be keptunderscrutiry
to make surethatthey arealwaystakeninto accounsincethe
earlydesignanddevelopmenphase®f theproject.

Finally, the resultingsystemmustbe exploitable i.e. its
adoptionshouldbe smoothandprogressie, allowing for re-
turn of investmeniproportionatdo the correpsondingffort,
andwith areasonablgasyandenticingentry point.

SEWASIE Information Node (SINode)

A SEWASIE INformation Node is a basicintegratedinfor-

mationproviding node. This elementmay be definedby ad-

ministratve corvenienceand alignmentwith organizational
constraintswhile the mostrelevant featureis the complete
integration of the ontologiesbeinginvolvedin the semantic
enrichmentof the sourcescomprisingthe node. Tools are
definedhereto supportthe ontologiesdefinitionandintegra-

tion. Eachnodepublishesthe resultingintegratedontology
to a Brokering Agent,whichwill mapit within awider onto-

logical contet, including thoseof the underlyingnodesand

thereferenceso thosemaintainedy otherBrokeringAgents.
The SINodesalsosupporthequerymanagemenwithin their

scope.

Brokering Agents

The Brokering Agentsdefinethe "semanticrouting” struc-
ture of the system. Theseagentsmaintainmappingsamong
the underlying SINodes namelythe SINodeswhich export
their ontologicalinformation directly and fully to the Bro-
kering Agent,andthe (lessdetailed)ontologicalinformation
exchangeddy the Brokering Agents. The Brokering Agents
maywork in anautonomousnode establishingnostlybasic
mappingspr in a human—supporteshodewherethe support
of thehumanexpertmayintroducefurtherenrichment.

It is expectedhatBrokering Agentswill beestablishedy
entitiesmanagingSINodes,but also by third partieswhich
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may have no underlyingnodeandratherspecialiseén a spe-
cific domain,wherethey planto actaspure informantsand
developanautonomousgxpertise.

Query Agents

Query Agentsare in chage of managingthe overall query
managementutsidethe SINodes.EachQueryAgentis de-
fined by a userinterfacewith a userqueryon board,it ad-
dresses BrokeringAgentwith the query recevesdirections
to the appropriateSINodesor other Brokering Agents, ad-
dresseshe SINodesyrecevesary returns,andreconcileghe
(partial)answersnto a coherenuserrelevantwhole.

Communication Agents

The CommunicationAgent is responsiblefor finding and
contactingpotential businesspartners,askingfor initial of-
fers, andrankingthese. Humannegotiator canthen decide
and choosethe bestoffer to begin negotiatingwith support
by thecommunicatiortool.

Monitoring Agents

The Monitoring Agentsareresponsibléor monitoringinfor-
mation sourcesaccordingto user profiles. At regular time
intervals the Monitoring Agent issuesnew query agentsto
get the desiredinformation. It thenfilters monitoredinfor-
mationwith respectto userprofilesand may alsodisplaya
“dif ferenceview” concerninghe history of informationthat
hasbeenseerby theuserpreviously.

User Interface

Theuserinterfacecomprisesall the userservicesvhich may
be available in any given ernvironment. Users(mostly in
narrov—deepervironments)may have special instruments
available to usethe resultsof queries,e.g. for analytical
processin@ndnegotiationpurposesn aneconomicerviron-
ment. Themostrelevantserviceprovidedis theability to dis-
ambiguateheuserqueryby annotatinghe samewith respect
to userontologiesandto translateheinitial (locallanguage)
formulationinto a neutralintermediatenein the process.

3 Current statusof the project and future
plans

The projecthasreachedhe end of its first year of activity.
The architecturehas beencompletelydefinedand the first
prototypes(globalvirtual view definitiontool at the SINode
level, andquerymanagementvithin the SINode)have been
developedand demonstrated.More prototypesof relevant
componentsare underdevelopment(Brokering Agentsand
Userlinterface)andwill be readiedby the endof the second
yearof actvities. Integrationwith otherinitiatives(European
andworldwide)will alsobe soughtto exploit synegies,and
to contrastifferentapproaches.
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Abstract

Manual semantic markup of documents will only
be ubiquitous if users can express annotations
that conform to ontologies (or schemas) that have
shared meaning. But any given user is unlikely to
be intimately familiar with the details of that ontol-
ogy. We describe an implemented approach to help
users create semi-structured semantic annotations
for a document according to an extensible schema
or ontology. In our approach, users enter a short
sentence in free text to describe all or part of a doc-
ument, then the system presents a set of potential
reformulations of the sentence that are generated
from valid expressions in the ontology and the user
chooses the closest match. We use a combination of
off-the-shelf parsing tools and breadth-first search
of expressions in the ontology to help users cre-
ate valid annotations starting from free text. The
user can also define new terms to augment the on-
tology, so the potential matches can improve over
time. The annotations should ideally follow the on-
tology as closely as possible, while allowing users
who may not know the terms in the ontology to
make statements easily and deviate from the formal
representation of the ontology if they so desire.

generated using the ontology and presents them to the user as
possible canonical forms of their original statement. If new
terms appear in the statement, the system will suggest to the
user possible extensions to the ontology that incorporate the
new terms. To generate the plausible paraphrases, the sys-
tem makes use of a parser and a beam search of expressions
within the ontology.

Our work extends the TRELLIS annotation tool that en-
ables users to express their analysis of possibly contradictory
information sources [Gil and Ratnakar, 2002]. In TREL-
LIS, each statement in the analysis is formulated in free
text, and linked to other statements through a set of domain-
independent formal constructs for argumentation, expressed
in a semantic markup language. The Canonicalizer tool, de-
scribed in this paper, extends TRELLIS by helping users to
incrementally formalize the text statements according to a do-
main ontology in OWL.

We illustrate the approach with a scenario drawn from pro-
fessional sports where teams sign players amidst much con-
troversy and rumors, causing many press articles with dis-
senting views as well as many on-line discussions of opinion-
ated fans. Here, a user may want to annotate a certain news
item, for example with his conclusion reached after reading it
that a certain team is very likely to sign a certain player. Con-
sider a conclusion, for example, that a particular football club,

West Ham, wishes to sign attacking players who are currently

) playing in the top league in that country, the English Premier
Introduction League (EPL). Two users may express this same conclusion
Semantic annotations of documents are useful to qualify theising two very different statements, for example "West Ham
contents, enable search and retrieval, and to support coie targeting strikers from the EPL” and "WHU prefer for-
laboration. In some approaches, these annotations can M&rds who play in the Premier League”. It is not our aim to
extracted automatically from the document. In other apmatch such pairs of phrases in all cases -such a task would
proaches, the annotations are manually created by user€quire a deep understanding of the sentences that is beyond
Handcrafted annotations may be more accurate but more inthe state of the art. However, even partial reformulations of
portantly they enable users to reflect their opinions or theithe sentences would be useful if they help expose their simi-
own analysis of the document. However, expressing these afr meanings. This will improve the likelihood that a search
notations formally is difficult for web users at large and is a€ngine would detect the similarities of both analyses. Thus,
challenge that must be addressed if semantic annotation toolge task of the Canonicalizer is to suggest reformulations of a
are to become widely accessible. concise text statement that conform as much as possible with

Our approach is to enable users to express annotations the desired ontology or schema.

concise free text statements and then help them formalize The Canonicalizer brings together three techniques to help
the statement partially or totally by mapping it to an exist-with this task. First, it performs a substring match on the sen-
ing schema or ontology. Given a free text statement, the artence against the terms defined in the ontology and suggests
notation system creates plausible paraphrases of the senteneewriting specific terms with their canonical values. For ex-
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A Canonical Forms Selector - Microsoft Internet Explorer E@E|

Current canonicalized statement

| WHU prefer forwards wha play in the premier league | Define New Term

Browse Ontologies : OwWL LOOM

Check some matches below znd hit "Select” to == more altarnatives, and zlso modify the canenicalized stztement

| West Ham [for "WHU'] | Striker [for 'Forward'] | Premiership [for 'Premier League']

[Jieague [for league'] | Select |

3 Canonical Forms Selector, - Microsoft Internet Explorer = @EJ
-
Current canonicalized statement =

| West Ham prefer Stiker plays-for a team that competes-in Premiership ‘ Define New Term

Browse Ontologies : OWL LOOM

Check some matches below and hit "Selece” to ses mors alternatives, and also modify the canonicalized starement

| West Ham [for "WHU'] Striker [for 'Forward'] | [¥] Premiership [for 'Premier League'] | [lieague [for "league'] || Select

Select a statement from any group below to see the canonicalized statement change

() West Ham has-player Striker

() West Ham is-managed-by a manager that is-manager-of a team that has-player Striker

() West Ham has-player a player that is-a-citizen-of Striker

(O West Ham competes-in a league that is-located-in a country that has-citizen Striker

() West Ham competes-in & league that has-team a team that has-player a player that is-a-citizen-of Striker

(O West Ham competes-in a league that has-team a team that is-managed-by a manager that is-a-citizen-of Striker

(& MNone [West Ham prefer Striker]

(&) Striker plays-for a team that campetes-in Premiership

() Striker is-a-citizen-of a country that has-league Premiership o

() Mone [Strikers wha play in the Premiership]

=

Figure 1: The Canonicalizer suggests reformalizations of the original text.

ample, in the second sentence above, the tool might suggestttirough the space of valid compositions of expressions, made
replace "forwards” with "strikers” based on the known syn- up of relations, classes, instances and event templates. The
onyms of that class. Second, it uses an off-the-shelf parsesearch returns the shortest expressions that include a set of re-
to generate information about the sentence that can help simuested words, possibly including synonyms for the terms. It
plify it, for example to find determiners or passive verbs. Thethen generates a sentence encoding the expression for the user
use of the parser is robust in the sense that reformulations cda consider. If no expressions match all the requested words,
be suggested even if the tool fails to parse the sentence gaths are used that match are subset of the words, weighted
returns an incorrect parse. Finally, we make use of the onaccording to how many words are matched and whether syn-
tology again to search for plausible compositions of relation®nyms are used. This approach was originally applied to help
and classes that can link the matched terms. At each step, wisers build complex expressions of problem-solving knowl-
make suggestions to the user rather than reformulate the se@dge, as described in [Blythe, 2001]. Notice that the system
tence automatically. This process may be partial, leaving pait disambiguating the text. For example, the phrase "players
of the sentence unconverted and generating an annotation tfadm the Premier League” might refer to players who play in
includes some text as well as some expressions generatedtime premier league now, or who have been transferred from
the markup language. there, or who were born in the same country.

Figure 1 shows at the top the suggestions that result from USers canalso add terms to the ontology by selecting a por-
the first step, and at the bottom the suggestions that resuffon of the statementand choosing where the new term should
from the latter steps. In the first step, synonyms for simpld?@ inserted in the class hierarchy. Currently only classes are
terms in the ontology are replaced using a sub-string matctdded, but other terms will be included in future versions.

On its own this step clearly contributes to putting the sentence
in a regular form, but another purpose is to confirm with theReferences

user some of the known entities in the domain. Next, thgiythe, 2001] Blythe, J. 2001. Integrating expectations from differ-
tool uses the Link Grammar Parser [Sleator and Temperlyent sources to help end users acquire procedural knowledge. Proc.
1993] to identify words that should be ignored during the finallJCAI-01.

composition step, such as cardinals ('They want 2 strikers’) [Gil and Ratnakar, 2002] Gil, Y. and Ratnakar, V. Trusting Infor-
or negative particles ("Liverpool did not sign Ronaldo’). mation Sources One Citizen at a Time. In Proc. EKAW-02.

Finally we search for plausible compositions of relationsp, [Sleator and Temperley, 193] Sleator, D. and Termperiey D.,

. arsing English with a link grammar, Proc International Workshop
and terms in the ontology that match terms and other wordgy, parsing Technologies, 1993

found in the user’s sentence. A forward beam search is made
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1 Introduction Sesame

DISC [Geurtset al, 200 is an automatic hypermedia pre- ([ semantic Graph |[ Domain ontology |[Discourse Ontology

sentation generation engine. DISC generates presentatio

based on a user-specified subject. The domains that we ha % fﬁ: Dﬁﬁ

handled to date are the musea for fine arts, specifically th o
Rijksmuseum in Amsterdam. paultmeda,

Presentations are created using two types of knowl-
edge: discourse and narrative knowledge and subject domain

uro and Rembrandt Harmensz. van Rijn

knowledge. The former allows selection of appropriate pre-
sentation genres and creation of narrative structures, while the
latter is used to select the content of the presentations. G
We designed the system to be applicable to different do@ Cuypers
transformation

mains, consequently, to avoid domain dependency, domai
knowledge is not used directly but through an internal ontol- ;..
ogy. The internal ontology encodes the discourse and narra-input Cocoon XSLT/XSP e
tive knowledge, making explicit all the knowledge the system T
uses.

engine

. Figure 1: The multimedia presentation generation architec-
2 The Technical Framework ture

DISC1is currently being implemented using the Apache Co-
coon framework. This framework provides an XSIJlark, ) _ _ )
1999 transformation engine and active server pages (exgenres are retrieved by querying the internal ontology for in-
tensible Server Pages, X$Phe Apache Software Founda- Stances of subclasses of the clgesre Each such instance
tion., 1999) for dynamic XML content. DISC generates has an attribute specifying the class of subjects (from the do-
SMIL [W3C, 2001 output (using the library developed for main ontology) it can handle, e.g. a biography can handle
Cuypergvan Ossenbruggeet al, 2001). instances of the cladBersonwhile an artist biography can
The instances of the domain ontology form a semantidandle instances of the clahgtist (subclass of Person). This
graph, i.e. a graph whose nodes are all the annotated infols one of the explicit mappings from the internal ontology to
mation elements that can be selected for a presentation ah@e domain ontology the system uses to be applicable to dif-
whose edges are the semantic relations relating those infoferent domains.
mation items. Both the domain ontology, the internal on- Once the user has made a choice, DISC retrieves all in-
tology and their instances are RDF(S)-encoded and stored #fance from the domain ontology belonging to the selected
Sesame, an Open Source RDF Schema-based repository a#ldss, €.g. Caravaggio, Rembrandt, etc. if the chosen genre
querying facility. DISC uses a SQL-like RDF-aware query s artist biography. The user can now use the web interface
language called RQL to retrieve the data from Sesame, an@ select the subject of the presentation and DISC has enough
plans are to migrate to SeRQL (for references about Sesameser Input to generate It.
RDF and SeRQL se@roekstraet al,, 2003).

4 The Discourse Knowledge

OIfEach genre in the internal ontology contains narrative units:
sthese are the building block of a presentation and can be seen
s the chapters of the overall story, e.g. in case of artist biog-
1An on-line demo of DISC can be found lattp://media. raphy thecareernarrative unit, therivate life narrative unit,
cwi.nl:8080/demo/i2rp/ : etc. Every such narrative unit contains rules to select multi-

3 The Interface

Via a web interface DISC presents the user with the choice
possible presentation genres, like a biography or a CV. The
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media content to include in the presentation. A rule is basi5.4 Future Work

cally looking for roles, e.g. in a biography tihain Charac-  \ye are currently investigating what kind of rules can lead to
ter (this is user given), th8pousetheOffspring theTeacher  more interesting narratives and the best way to encode them.
and thePupil in case of an artist biography, etc. Roles are|n gqgition, we are investigating the expressiveness and gran-

found by querying the semantic graph for instances that havgjarity of the domain ontology in relation to the quality of the
a particular semantic relation (from the domain ontology)content selection process.

with a character which is already part of the presentation.

. When arole is found, thc_e related (multimedia) informaﬂonAcknowledgments

is added to the presentation. Every newly found character .

for the story can be the main character of a secondary brandp@rt of the research described here was funded by the Dutch
of the main story. Characters do not need to be human, Bational NWO/NASH and ToKeN200G*RP projects. We
painting style (e.g. Chiaroscuro) or a movement (e.g. thdike to thank Lloyd Rutledge for his useful feedback.
Caravaggist) can be the main or a secondary character in a

biography or in another genre. References
[Boleyet al, 2001 Harold Boley, Said Tabet, and Gerd
5 Conclusions Wagner. Design Rationale of RuleML: A Markup Lan-

guage for Semantic Web Rules. Semantic Web Work-

To date, we have only generated short pres_entations and_fo— ing Symposium (SWWSStanford University, California,
cused on a single discourse structure (the biography). Using ;ga July 30 — August 1, 2001.

the Semantic Web-based framework described, the prototype i

selects relevant content from a semantically annotated infOELBroekstraet al, 2003 Jeen Broekstra, Arjohn Kampman,
mation source and structures it into a multimedia presenta- @nd Frank van Harmelen. Sesame: A Generic Architec-
tion. More research is needed to scale these aspects of the ture for Storing and Querying RDF and RDF Schema. In

System to more realistic scenarios. lan HOI’I’OCkS and \]|m Hendler, edito@;‘e Semantic Web
- ISWC 2002number 2342 in Lecture Notes in Computer
5.1 DISC uses RDF-encoded Rules Science, pages 54-68, Berlin Heidelberg, 2002. Springer.

Role-based rules can create complex narratives, more corhe'ark; 1999 James Clark. XSL dTr.ansformationsb(XSLT)
plex than when using templates, due to the recursive expan- Version 1.0. W3C Recommendation, 16 November 1999.

sion of narrative units. On the other hand, this complexity[Geurtset al, 2003 Joost Geurts, Stefano Bocconi, Jacco
needs to be dealt with by the designer of the rules. van Ossenbruggen, and Lynda Hardman.  Towards
Ontology languages such as RDF Schema are not designed Ontology-driven Discourse: From Semantic Graphs to
for expressing rules. Therefore our rules are forced to be sim- Multimedia Presentations. I8econd International Se-
ple. For example, one cannot combine rules using logical mantic Web Conference (ISWC2003%anibel Island,
AND or OR, or make one rule dependent on the outcome of Florida, USA, October 20-23, 2003. To be published.

another. A next step is to investigate the use of more powfGrosseet al, 1999 W.E. Grosso, H. Eriksson, R.W. Ferg-

erful rule languages such as RuleNRoley et al,, 2001 for erson, J.H. Gennari, S.W. Tu, and M.A. Musen. Knowl-
expressing the rules within the system. edge Modeling at the Millennium (The Design and Evo-

. lution of Protege-2000). Technical Report SMI Report
5.2 DISC uses Explicit Knowledge Number: SMI-1999-0801, Stanford Medical Informatics

All the intelligence of the engine creating the presentation is  (SMI), 1999.

RDFS-encoded and explicit. The internal ontology is alsoThe Apache Software Foundation., 199bhe Apache
used as a logical configuration tool (and also graphical, if us-  Software Foundation. XSP Logicsheet Guide. See

ing a graphical ontology editor like Protege-20@ossoet http://xml.apache.org/cocoon/userdocs/xsp/logicsheet.html,
al., 1999)%. The ontology defines thus the framework a nar- 1999

rative designer would use to define his of her particular for

of narrative nqTvan Ossenbruggest al., 2001 Jacco van Ossenbruggen,

Joost Geurts, Frank Cornelissen, Lloyd Rutledge, and
; ; Lynda Hardman. Towards Second and Third Generation
5.3 DISC can handle Different Domains Web-Based Multimedia. Iithe Tenth International World
All important domain relations are mapped to internal rela- Wide Web Conferencpages 479-488, Hong Kong, May
tions. This explicit mapping localizes all specific domain  1-5, 2001. IW3C2, ACM Press.

the advantage hat e remaning transformations aiways delV3C: 2001 WSC. - Synchronized Multimedia Integration
with known ?nternal concepts ar?d are therefore reusa)tgle for Language (SMIL 2.0) Specification. W3C Recommenda-
P tion, August 7, 2001. Edited by Aaron Cohen.

different domain ontologies.

2Protege screen shots, the RDFS ontologies used and the on-
line Sesame repositories can be found http://www.cwi.
nl/ "media/conferences/ISWC2003/
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Abstract

This paper proposes a modular architecture
which separates ontology, annotations, lexical
entities and search function, and offers auto-
matic semantic annotation facilities at the
document substructure level. The proposed ar-
chitecture is compatible with a web services
based infrastructure. Annotated resources can
be XML or XHTML static or dynamic docu-
ments and need not to be stored nor modified.
Preliminary results show the feasibility of the
proposed approach.

1 Introduction

The promise of the Semantic Web [1] to innovate the
way we design and use the web is slowly progressing,
as proposed standards settle down and semantic appli-
cations are developed.

One interesting goal that can be achieved from the Se-
mantic Web is being able to automatically synthesize a
single document, as the result of a search operation,
collecting and concatenating all relevant paragraphs
from the available resources. This result requires de-
velopment and open integration of several technolo-
gies: ontologies, semantic indexing, document sub-
structure analysis.

Automatic extraction of semantic information and in-
frastructures for external annotation storage will allow
for a quick and low-cost semantic encapsulation of ex-
isting resources. Many web sites will be indexed by a
single annotation service, which will also offer seman-
tic search capabilities over the entire collection.

In a wide scale deployment of Semantic Web technolo-
gies, a second problem would arise, related to the het-
erogeneity of content structure: the scale difference in
document size and structure is in fact an important pa-
rameter in the annotation process, otherwise subse-
quent search operations would not be able to properly
rank relevant results.

Since the problem of annotating web resources is cen-
tral to the Semantic web development, many research-
ers are dedicating time and efforts to find good solu-
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tions for making this possible, in the easiest and user-
friendliest possible way.

Systems such as Yawas [2] and Annotea [3] allow to
create and share annotations attached to web docu-
ments. These annotations are stored separately from the
documents, and in case of Annotea, they refer to the
whole document or to selected parts of it. However,
these systems do not use a structured ontology for the
metadata associated to annotations.

2 Proposed Architecture

Our approach aims at covering all aspects mentioned in
the introduction: it provides an architecture (Fig.1) for
creating and managing annotations using previously
defined ontologies, and it allows the tagging of docu-
ments at different granularity levels, ranging from the
whole document to the single paragraph.

The proposed framework also includes the search func-
tionalities able to exploit the semantic annotations for
retrieving and composing new documents starting from
the existing ones.

Annotations are stored in a standalone repository, in-
dependently from annotated resources which are re-
lated to annotations by means of Xpointers and URIs.
Automatic annotation is done by means of a module
called Semantic Mapper which basically takes an on-
tology and a group of lexical entities (that we called
synset as it is mainly composed of synonyms) as work-
ing components, and for each input resource it returns
the collection of ontology concepts the resource is re-
lated to. Each concept of the given ontology is repre-
sented by a set of lexical entities that is used by a clas-
sical information retrieval technique [4] to classify re-
sources and to identify the most reliable associations
with the ontology concepts.

One of the most innovative aspect of the proposed ar-
chitecture is the annotation repository, in which we in-
troduced hierarchical relationships between annota-
tions, obtaining a taxonomy in a first instance and an
annotation ontology as foreseeable result.

The organization of annotations into a taxonomic struc-
ture allows the detection of the Level of Detail of each
annotation by means of generalization relationships.



In a search task more relevant results will therefore be
obtained by focalizing or widening annotation search

according to the query.
Crawvder | |U‘:b‘| Interface
| Indexer
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Fig. 1 Proposed architecture.

Semantic
Search
Engine

A Semantic Search module has also been designed in
order to leverage the full potential of semantics. The
proposed engine will use the Semantic Mapper, and
will be able to translate text queries into conceptual
queries. The ontology structure and in particular the
relationships between concepts will offer the means for
automatic search refining, while the taxonomic annota-
tion repository will provide automatic Level of Detail
detection.

Search results will be composed by many fragments
coming from different web resources and will be col-
lected into one or more pages using relevance criteria.

3 Experimental Results

A prototype of the described architecture has been im-
plemented in Java. The Substructure Extractor and Re-
triever was developed using the XPath Explorer API
[5] in order to extract Xpath/Xpointer constructs for
the identified web resource substructures. Document
supported are either XML or XHTML while HTML
documents are converted into XHTML by the module
using the Tidy API [6].

The Semantic Mapper has been implemented using the
Jena API [7] for ontology access and navigation, and
the Snowball API [8] for syntactic to semantics map-
ping and lexical stemming. We also developed prelimi-
nary implementations of the Annotation Repository and
the Semantic Search Engine in order to set up an ex-
periment for assessing the architecture viability.

We used an ontology on disabilities developed in col-
laboration with the Passepartout service of the City of
Turin. It was composed of 65 concepts related each
other by means of inheritance relationships, inverse re-
lationships and some other relations. For each ontology
concept a synset was specified using the RDF syntax
(about 300 lexical entities).

Twenty-four pages were indexed, and correspondent
annotations were stored in the Annotation Repository
(the system generated 954 annotations in about 10s).
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Three queries were issued to the annotation architec-
ture using the search engine. Human experts evaluated
the relevance of retrieved fragments giving a qualita-
tive indication of annotation effectiveness. Retrieved
fragments were judged relevant in most cases showing
interesting associations like the one which relates the
words “Art. 1” to the concept “diritto”. This was an ef-
fective annotation because many times jurisprudence is
organized in laws and laws are always subdivided in
articles; in traditional search engines this result is not
straightforward.

4 Conclusion

This paper presented an open architecture for building
semantically enabled web services. A first prototype of
the architecture has been evaluated showing the feasi-
bility of automatic annotation of document substruc-
tures while permitting fine-grained semantic retrieval
and composition of result document. Our current work
is focused on improving the algorithms for the Seman-
tic Search Engine, by including Level of Detail analy-
sis and relevance feedback, and at deploying the dis-
tributed interface of the modules.
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Abstract

Decision making is a fundamental human activ-
ity. Most important decisions require careful
analysis of the factors influencing a decision.
Surprisingly, there has been little work on tools
to capture and assess validity of a heterogeneous
set of facts and claims that bear on a decision.

Good decision making requires two compo-
nents which are specializations of Semantic
Web approaches: (i) sound argumentation about
the factors involved and (ii) clear judgments
about reliability of the information sources in
which the argument is grounded. We describe
TRELLIS, our vehicle for researching the prob-
lem and a tool supports making decisions that,
as is often the case, must rest on possibly con-
flicting or unreliable information sources.

We report on recent progress in collecting and
classifying argumentation acts which occur in
real arguments, and outline our ongoing work
on extending how argumentation and decision
making over heterogeneous sources can be sup-
ported. The system is available at
http://trellis.semanticweb.org

Keywords: argumentation, decision making,
heterogeneous information, Semantic Web

1 The Need for Argumentation Tools

Much of what companies and knowledge workers engage
in is decision making. For each such crucial decision,
there may be dozens or hundreds of information sources
requiring careful analysis of the factors involved.

Surprisingly, much of the work on supporting decision
making has focused on helping to process numerical data
(decision support systems), largely ignoring the central
problem of tools to capture and assess validity of a het-
erogeneous set of facts and claims that bear on a deci-
sion.

Additionally, while there are tools such as spreadsheets
(e.g. Excel) for exchanging numerical models, tools for
diagram manipulation (e.g. Visio) and even comprehen-
sive environments for scientific computation (such as
Mathematica), there are not equivalent tools for argumen-
tation. Because of this lack of tools, the common task of
capturing arguments that support important decisions
remains mainly a word-processor based activity. To an
organization or individual seeking to track its reasons for
making certain decisions (and learn from experience),
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there is currently no support for (i) locating relevant
documents, (ii) browsing assertions about trustworthiness
of sources used in a decision, and (iii) storing and retriev-
ing arguments in structured form, which would allow for
re-use of relevant parts of arguments. All this functional-
ity, while requiring specific tools, are enabled by the sort
of markup and protocols that is broadly envisioned by the
Semantic Web.

Good decision making requires clear statement of the
factors involved and explicit declaration of which factors
outweigh other factors, which arguments can be dis-
missed, and so on. Therefore, clear, sound argumentation
and explicit judgments about validity of sources form the
basis of good decision making.

2 Trellis: Supporting Argumentation

Grounded in Sources

TRELLIS [Gil and Ratnakar, 2002] allows users to add
their observations, viewpoints, and conclusions as they
analyze information by making semantic annotations to
documents and other on-line resources. Users can asso-
ciate specific claims with particular locations in docu-
ments used as “sources” for analysis, and then structure
these statements into an argument detailing pros and cons
on a certain issue. An illustrative example is given in
Figure 1 and described in greater detail after the discus-
sion of the role of Semantic Web. Other researchers are
also looking at representing argumentation; in particular,
see [Shum, Motta, and Dominigue, 2000] for a tool sup-
porting argumentation in the domain of scholarly dis-
course.

Because evidence is often incomplete and/or biased
(consider, e.g., most marketing literature used in making
purchasing decisions), TRELLIS includes specific tools
for indicating trustworthiness of a source with respect to
a particular purpose.

The TRELLIS project contributes to the Semantic Web
effort in the following ways:

e  Semantic Markup of Arguments. Rather than
handle arguments in fully textual form,
TRELLIS supports construction of argument
trees which can be searched, imported, and oth-
erwise processed by both machines and humans.

e Rating of Information Sources. Trellis collects
reusable semantic markup (reliability and trust-
worthiness for a given context) of documents
from users.
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Figure 1. A Snapshot of the TRELLIS user interface. From top-left counter clock wise the system shows: purpose and conclusions
of the analysis (A), original documents and associated statements (B&C), units of the analysis (E,F), and overall analysis (D).

Easy adoption path. Users of TRELLIS are al-
lowed to mix arbitrary natural language with
structuring clauses.

Figure 1 shows the TRELLIS user interface. The example
analyses the Cuban missile crisis, a thoroughly studied
case of political decision making.

The purpose of the analysis and the final conclusion
are shown in Frame (A). Analysis and opinions revolve
around facts, statements, and hypotheses. With Frame
(B), users can search the Web for relevant to an analysis
documents, or can add their own documents.

Each resource is then associated with a short statement
entered by the user in Frame (C). Users can specify sev-
eral statements per resource, each summarizing a salient
piece of information described within the resource in
terms that are suitable to the user. Frame (E) invokes the
Unit Editor (F). The overall analysis is composed using
the Analysis Editor, shown in Frame (D).

TRELLIS can export user's analysis in several markup
languages (plain XML, RDF, and DAML+OIL).

3 Recent Results and Ongoing Work

Recently, we have conducted an analysis of the kinds of
support and objections used in approximately 30 real ar-
guments constructed by TRELLIS users. The arguments
spanned a variety of topics, from political and military
decisions, to merits of a given operating system, to legal-
ity of abortions, to selecting a cat or a dog as a pet.

The analysis revealed that comparisons, in some form,
are nearly universal to all arguments (a comparison is a
statement such as “ABC’s laptops are more reliable than
laptops made by XYZ”). Furthermore, comparisons can
be broken down into a number of well-defined types, a
classification which we created based on the examples
we had and additional research.
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Comparisons classify by whether they are comparing
things or actions. When comparing things, the compari-
son may be on an explicitly stated criterion (“cats are
better than dogs”) or via their action (“most cats eat less
than most dogs”). Actions can be compared by a crite-
rion (“jogging is better for your health than sitting”), and
by their purposes — for example, “the best way to get
regular exercise is to get a dog” encodes that a certain
action A is best for some P.

Because of their observed importance to argumenta-
tion, we are currently focusing on extending supporting
comparisons, creating tools that will automatically rec-
ognize a comparison and identify thematic roles in a
given comparison statement, similarly to the roles intro-
duced in and manually tagged in the FrameNet project.

Such markup of comparisons should allow us to extract
which dimensions of comparison are applicable to a
given entity, as well as retrieve additional dimensions of
comparison pertinent to the current decision in a case-
based fashion.

Additionally, we are refining the mechanisms for
statement entry; the upcoming version of the tool will
allow for multi-level, incremental breakdown of a text
statement into more structured form, letting the user ex-
perience incremental payoff from structuring her argu-
ment.
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1 Introduction

While the current WWW is most commonly accessed through
a browser, the future semantic web will be very often ac-
cessed through web services. This will require automatic
techniques for finding and then composing these services to
achieve the desired functionality.

2 Discovery and Matchmaking of Web
Services

A possible method for discovering Web Services is match-
making. In this case the directory query (requested capabil-
ities) is formulated in the form of a service description tem-
plate that presents all the features of interest. This template
is then compared with all the entries in the directory and the
“matching” results are returned. In the example below we
well consider how the match relation is determined between
the query service Q and the library service S, that have only
one ouput defining the provided style of music.

MusicStyle

MusicStyle

Failed match

Figure 1: Match types of one output of query and library ser-
vices Q and S by “precision”: Exact, Plugln, Subsumes,
Overlap.
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3 Efficient Service Directories

The novelty of our approach is to consider a service descrip-
tion as a multidimensional data record and then use in the
directory techniques related to the indexing of such kind of
information. This approach leads to local response times in
the order of milliseconds for directories containing tens of
thousands (104) of service descriptions.

Property

Pwvl provs
propa

() Property hierarchy

Property mapping: Class mapping
propl=propl_0
prop2=prop2_0
prop3=prop3_0
prop4=prop4_0, prop4_1

classA=classA_0
classB=classB_0
classC=classC_0
classD=classD_0
classE=classE_0, classE_1
classF=classF_0, classF_1

Properties

ropa_1 | ii

Service Description: Propa.
propl=classE

propd=classC prop4_0

propl 0| i

o
© Y Classes

o &

(c) Numeric encoding of a service description

Figure 2: Numeric encoding of a service description

Taxonomies can be numerically encoded such that inclu-
sion relations can be determined by very simple operations
[3]. Our approach is to use an interval based representation
for both classes and properties. The method is generalised in
order to support multiple parents by allowing for the encod-
ing of a class/property as a set of intervals instead of only a
single interval. The numeric encoding of a service descrip-
tion is straightforward: the pairing of properties represented
as sets of intervals with classes or values also represented as
sets of intervals can be seen as a set of rectangles in a bidi-
mensional space having on one axis Classes or Values and on
the other Properties.

4 Service composition with directories

In this paper we analise a class of algorithms for building
integrated services that incrementally extend an initial set of
propositions until the set satisfies the initial integration query.



() Forward chaining approach

(b) Backward chaining approach

integrate s, integrate s3

Figure 3: Two approaches to service integration: forward
chaining (two algorithms) and backwar d chaining.

5 Service composition testbed and
experimental results

For testing we have considered a model generated in a non-
deterministic manner. As the main parameter of the model
we have used the number of services defined over a maximum
services size of propositions from the vocabulary of vocabu-
lary size.

Random Model - Maximum Service Size 3

0 1 2 3 4 5 6 7 8
Number Of Services Descriptions in Directory 10t

Figure 4: Random test model: forward chaining classic, for-
ward chaining best match and backward chaining best match.

The results show that both the forwardChainingBestMatch
and the backwardChaining algorithms make better use of the
directory and outperform the classic forwardChaining algo-
rithm while also being more scalable. forwardChainingBest-
Match and backwardChaining have comparable performance
which suggest that the decision of choosing one in favor of
the other might have to be application dependent.
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6 Conclusion

Web services will likely be a major application of semantic
web technologies. Automatically activating web services re-
quires solving problems of indexing and automatic service
composition. We have presented approaches to both prob-
lems.

In conclusion integrating composition planning with a di-
rectory is important to achieve scalability, and we have shown
an approach to do this that appears to be practical.
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1 Introduction ontologies and metadata. They will neeBemantic EIPs

Knowing what you know is becoming a real problem for The idea

many enterprises. Their intranets are full of shared informaThe innovative idea, first proposed bBylaedcheet al, 2001,
tion, their extranet support a flow of data both with suppliersjg strajghtforward: can we use metadata defined by ontologies
and customers, but they have lost the integrated view of theify support the construction of portals? And if so, does it help?
information. Thus finding information for decision taking is Eyen if it might appear as a radical new departure actually it is
every day harder. A comprehensive solution to this problemhot. On the contrary it is the bringing together of existing and
should provide at least an answer to the following questionsye|| understood technologieseb Frameworkgas Struts,
What information do we have? Where is it? How did it get jetspeed, etc. ) that implement Model-View-Controller de-
there? How do | get it? How can | add more? What does i5ign pattern\WWW conceptual mode{as WebML[Ceri et
mean? . ) ) al., 200Q) that are proposals for the conceptual specification
Portals, in particular Enterprise Information Portals (EIPS),(using extended E-R models) and automatic implementation
some years ago have been brought into the limelight for theipf web sites,Ontologiesto model the domain information
ability to address these questions by giving a unique andpace, the navigation, the access and the presentation, and

structured view of the available resources. However EIP$yetadatato make resource descriptions available to machine
cannot be considered a final solution, because they do help a processable way.

people in managing the information, but they still require a

huge amount of manual work. So, we believe that using statefhe approach

of-the-art web technologies will not be sufficient in the imme- Concerning modeling, we have decided to follow an approach
diate future, since the lack of formal semantics will make itsimilar to those adopted in WWW conceptual modeling. We

extremely difficult to make the best use (either manually ormodel separately the domain information space, the naviga-
automatically) of the massive amount of stored informationtion and the access. Thlwmain information mode(fin this

and available services. case the corporate ontology) is a shared understanding of the
information present in the corporate semantic web (hence a

2 The concept unigue model) that doesn’t change, or changes slowly, over
the time. Moreover, its design is completely decoupled from

An ontology-oriented metadata-based solution the semantic EIP design. Therefore the semantic EIP cannot

Metadata-based solutions provide enoughmachine- assume any “a priori” agreement except the use of a com-
processableinformation for automating most information mon set of primitives (e.g. OWL). However, if we want to
retrieval tasks, but, in a pure metadata based solutiorgccess the corporate semantic web using a semantic EIP we
the meaning associated to the metadata is not machineeed to define at least soru@per terminology known by
processable. So a machine can process this metadata lihe semantic EIP, that can be employed in defining both the
it cannot “reason” upon it. A good deal of help can comenavigation and the access model. Tiaigation modelsep-

from defining metadata using ontologies. In fact, ontologiesresent the heterogeneous paths the EIP users can adopt in
being explicit (hence formal) conceptualisations of a sharedraversing the corporate semantic web. They are not neces-
understanding of a domain can be used to make metadatarily shared among users, but they are jointly employed by
machine processable. Only some years ago, it was the timteomogeneous categories of users. Navigation models should
for academics to experiment with such ideas, but todaye built by mappingthe corporate ontology terminology to
metadata-based ontology-oriented solutions are becominpe navigation upper terminology. Finally, thecess models
feasible thanks to the ongoing Semantic Web researchesepresents collections of resources not strictly homogeneous,
Therefore, soon enterprises would be able to build “corporat@ighly variable and sometimes even related to a specific user,
Semantic Web” represented by services and documentssort ofviews Also access models can be built viepping
annotated with metadata defined by a corporate ontologyout they might require to explicitly draw some new relation-
Thus they will need to update their EIPs in order to cope withships and, sometimes, also to add ad-hoc resources.
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Concerning presentation, instead of modeling it, we haved An early proof of concept
decided to use Model-View-Controller pattern, because W&, order to proof this concept, we have built a first proto-

don’t expect good graphic designer to be good modelers and e of 5 semantic EIP following the presented approach (an
vice versa. This way we aspect the same advantages, in tergh_jine demo is available atttp://seip.cefriel it ).

of visual coherence and accessibility, as modeling but at §e choose not to address authoring time issues but to con-
more affordable effort. o centrate instead on browsing time and in particular to auto-
Furthermore, we recognize in a metadata-bases ontologypatic link creation. We have developed a serviet-based appli-
oriented solution a major progress in interoperability. So, OUation that uses Velocity for implementing the model-view-
approach, resigning any “a priori” agreement on the corpogontroller pattern and RACEfHaarslev and Moller, 2041
rate ontology, enables a distributed environment where ausg reasoner. It only “knows” some properties (a first draft of
tonomous entities maintain heterogeneous shared resourcege introduced navigation and access upper terminology) but
describing them with metadata defined by the corporate ony 5 yser inserts an ontology and maps its properties to these
tology. terminology the prototype is able to guide him through the
Using ontologies at authoring time resources, he eventually describes using such ontology.

At authoring time ontologies, in particular the corporate on- .

tology, can be exploited in supporting the editorial task. It has4 Conclusion

already been shown that they can be employed in automaihe described approach for semantic EIPs brings many inno-
ing part of process for creating editorial interfaces. But wevation in EIP development. It imposes no restriction but the
believe most of the benefits should come from reducing theise of RDF, RDF Schema and OWL in building the corpo-
effort required to augment resources with metadata. In theate ontology. It doesn’t require the information carried by
authoring environment we envision, authors are asked onlthe metadata to be coded in any particular way, thus this in-
what is strictly necessary, while the rest is inferred. formation is reusable. It enables both resources and metadata
. . S management in a distributed and autonomous way as long as
Using ontologies at browsing time resources are network retrievable. Yet, it offers a homoge-
Web users interact with the Web in many ways, but two patnegus navigation experience over a corporate semantic web
terns are commonly recognized: searching and navigatioRhrough mapping of corporate terminology to the portal ter-
A semantic EIP should exploit metadata and ontologies iMinology.

order to improve both interaction patterns. In particular we So, a semantic EIP, built using the proposed approach, will
want to improve searching by resource discovering and navgive a unified view of the information present in the corpo-
igation by automatic link creation. On the one hand, oncggte semantic web, while the enterprise can keep developing
an enterprise has got a corporate semantic web, search WoRjistributed and autonomous systems on an ad-hoc basis and

be exclusively based on full text search, but it could makesingular enterprise departments can keep their degree of au-
lever on semantics, so it could “analyse” the resources findgynomy in managing such systems.

ing those that match the user request. Thus it is no more a

matter of searching but it becomes a matter of discovery by*cknowledgements

matching. On the other hand, when a user has retrieved We thank our student Lara Marinelli and we report that the
resource, he/she needs help in navigating to other related rénplementation of the prototype has been partially founded
sources. So our idea is tosertthe retrieved resource in a by Engineering as part of CEFRIEL XV Master IT

navigation panethat contains automatically generated links
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1 Introduction

This poster describes work on mapping formal ontological
engineering products to XML schemas without resort to RDF
or DAML (a “SemWeb-Lite”, so to speak). Much of the
general problem of mapping from ontological representa-
tions to some form of XML syntax (specialized as neces-
sary to allow knowledge structures that allow inclusion of
knowledge representation constructs) is already part of RDF
and DAML+OIL, and instead of repeating these well-known
ideas this paper attempts to focus on the specialized form of
the general problem with the additional constraints of requir-
ing the use of XML schema while allowing the application
developers to work, albeit at a lower level of intelligent pro-
cessing, without a knowledge of knowledge representation
formalisms, DAML, or OWL.

2 Trangationsand Mappings

The mapping of domain ontology to schemas is guided by
the rule that every class and attribute in the ontology must
be represented in the XML schema and ‘document objects’
(as compared to domain entities) should also be represented
in the source ontology (or ontologies), i.e., items such as a
‘report form’ which contains items such as names, dates, etc.,
should also be represented in one of the source ontologies.

2.1 Ontological Information

The main features of our approach to mapping and translation
from ontologies to XML schemas are as follows:

1. Classes in the ontology are mapped into hamed “com-
plex types” in the format of the W3C XML Schema
specification slots in the ontology are generally turned
into XML “simple types”, which are (at the user’s op-
tion) either attributes for the complex types correspond-
ing to the classes, or sub-elements in those same com-
plex types.

2. Range restrictions on the values of slots in the ontol-
ogy are preserved for integers, floats, and symbol value
types; these are converted into XML schema “restric-
tion”s in the generated XML schemas. Numeric re-
strictions are converted into maximum/minimum XML
schema restrictions, and enumerated ranges are pre-
served as enumerations.
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3. Class inheritance relationships are largely preserved, by
being converted into “extension” relationships between
types in the XML schema specification. This seems to
work fairly well in practice though it is not a full imple-
mentation of inheritance.

Metadata for classes and attributes that may be avail-
able within the ontology as documentation for classes or
slots is preserved by being placed into the “annotation”
elements allowed by the XML schema specification.

2.2 Structural Information

Two approaches were tried to represent structural informa-
tion in document schemas. The first consisted of creat-
ing ELEMENT meta-classes with asociated additional in-
formation relating to XML structures (such as CONTAINS,
CHOICE and SEQUENCE), then using the meta-classes
for selected domain concepts (those desired to be associ-
ated with elements in the target document schema being de-
signed), thus associating information that can be used to gen-
erate XML elements in the application schema. An alter-
native approach consists of reifying XML-schema relation-
ships into a distinct “XML-schema’ ontology (to get “XMLS-
relation’ classes such as Element, complexType, simpleType,
etc.) and using a selected subset of such ‘XMLS-classes’ to
create reified relations connecting instances of domain classes
with instances of XMLS-relations. In short, the domain class
is linked with a unique reified binary relation class which is
also associated with the XMLS-class xs: Element (i.e, this rep-
resents a binary relation between the xs: Element and the cor-
responding domain class). This approach is more difficult
for lay ontologists to understand and needs more steps during
schema design but is more sound from a knowledge repre-
sentation point of view and more complete than the first since
it captures the logical interrelationships between domain on-
tologies and concepts in XML.

2.3 Products
Three levels of schemas are produced:

1. Two levels of typelibrary schemas, one containing XML
types obtained from type information in the domain on-
tology, and the second corresponding to classes in the
domain ontology and complex types in XML. The types
corresponding to slots and classes are global types and



have names which can be used to reference them in de-
rived schemas.

2. An application schema with elements derived from
types in the type library, and with element structure as
entered by the schema designer.

Note that since tags are uniquely associated with objects
(and attributes) in a separate ontology, the RDF advantage of
identifying names with resources is retained. It is still possi-
ble to use different tags for the same concepts and still main-
tain interoperability between different XML schemas derived
from the same base ontology.

3 Limitations

The most significant difference between ontologies and the
XML schema syntax specification that leads to a significant
limitation in any effort to generate XML schemas from on-
tologies is the lack of multiple inheritance in XML Schema.
In ontologies, on the other hand, a class can be a sub-
class of more than one class; this cannot be directly cap-
tured in XML schemas. Other, more minor limitations arise
from the restricted number of primitive “types” in ontologi-
cal engineering tools in general and Protégé in particular and
non-extensibility of the Protégé built-in type system; XML
Schema, on the other hand, has a richer set of builtin types
and allows user-defined types. This means that specifying
XML types in Protégé (to be used in generating the schemas)
requires a rather complex workaround in the schema genera-
tor and special additions to the ontology (basically, specifica-
tion of XML builtin and derived types that is separate from
the Protégé type system).

4 Discussion

In effect this reproduces what DAML+OIL does — broadly
speaking, both provide an ontological backing for XML
markup. DAML does this through the DAML-ont formal-
ism while the process described in this paper allows the re-
tention of other ontological formalisms separately from the
document schemas, which are pure XML. Our implementa-
tion uses the Protégé knowledge base editor, but could easily
be adapted to other representations. The “online” DAML on-
tology used in DAML is replaced by “off-line” ontological
knowledge (which could still be made accessible if needed
by a program, but since the XML schema is available, the
ontological knowledge need not be transferred unless it is
needed). The XML programmer is relieved from the need
to learn a new formalism and new software tools but a transi-
tion path to newer technology such as OWL is kept open even
for applications originally written to use ordinary XML.

As mentioned earlier, any application domain almost cer-
tainly has many different XML schemas for different appli-
cations in use. It is possible to extract ontological knowledge
from these schemas (an active area of research in knowledge
acquisition and ontological engineering). Combined with an
approach like that described here, it becomes possible to as-
sure interoperability for documents that originally used (and
which may continue to use) different XML tags for the same
information. In addition, tools such as this will contribute the
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glue for semantic web applications created at different levels
of maturity of semantic web technology — for example by
allowing a link between legacy XML applications and newer
OWL-aware applications.

5 Redated Work

An XML backend to Protégé, a tool for creating and edit-
ing ontologies and knowledge bases, [Grosso et al., 1999] is
available, and a DAML plugin is under development. The
focus is on converting Protégé ontologies to XML or DAML
syntax respectively. The XML backend focuses on saving an
ontology itself as an XML file, not on generating an XML
schema for application programmers in the domain. There
is another plugin, the XML Tab plugin, which also stores the
ontology itself as an XML file (in a different format from the
first), which could possibly be adapted to subsequently de-
veloping a schema separately, but imposes severe limits on
what can be done in schema development, e.g., by placing
subclasses as contained elements in their superclasses. No
document schema for an application domain can be directly
developed or created. At this point of time, the DAML plu-
gin does not convert Protégé ontologies from other formats
to DAML but only reads DAML+OIL ontologies and allows
only those ontologies to be manipulated and saved? Addition-
ally, there exist DAML editors similar to the system described
here which store ontological information in frame-based rep-
resentations and generate DAML output in RDF/XML syn-
tax. Klein, et al. [Klein et al., 2000] describe a translation of
OIL specifications to XML schema. That translation is sim-
ilar to the part of our translation which deals with ontology
classes and slots (though not identical, it does not differ in
any significant manner), but does not deal with the question
of document structure in any detail — the question of doc-
ument structure is dealt with only in passing, in terms of a
statement about defining “a grammar for entity, associat[ing]
basic datatypes with built-in datatypes, add lexical constraints
if desired”.
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One major goal of the Semantic Web is to get web-based
agents to process and “understand” data rather than merely
display them as at present [Berners-Lee et al., 2001]. Ontolo-
gies, which are defined as the formal specification of a vocab-
ulary of concepts and axioms relating them, are seen as play-
ing a key role in describing the “semantics” of the data. As
more and more ontologies are developed, the problem arises
of communicating between agents that use different vocab-
ularies. Any message or query sent from agent A to agent
B must be translated from A’s notation to B’s. We call this
process ontology translation.

We assume that translation can be modeled as a first-order
deductive process. An attractive special case of deduction is
that performed by description-logic (DL) systems. For many
such systems, some inference problems are decidable. We
must reject this alternative for a couple of reasons. One is
that the wholesale translation of data from one notation to
another requires forward chaining, whereas DL’s are oriented
around answering queries [Baader et al., 2003]. Another is
that different ontologies can embody fundamentally different
analyses of a domain, especially if their foci are different.
One may draw many and subtle distinctions where the other
makes do with very superficial classifications. The axioms
linking them together go beyond what DLs can express.

Our strategy, therefore, has been to use a first-order theo-
rem prover, with forward and backward chaining plus equal-
ity substitution. Before going into details, we should make
sure that the ontology translation problem is distinguished
from two closely related problems.

I ntroduction

1. Syntactic translation: There are a wide variety of data
formats used to express information. Many are based
on XML. Almost all can be translated into first-order
logic, and can be generated from a first-order equivalent.
We assume these processes are already automated. For
instance, we provide front- and back-end translators to
translate our internal notation to RDF.

Ontology mapping: Before translation is possible, the
ontologies involved must be merged, yielding a merged
ontology that captures the relationships between them.
It is a reasonable conjecture that automated tools can

*This research was supported by the DARPA/DAML program.
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help in the merging process by finding plausible links
between symbols in the two ontologies to be merged. A
set of such links is called a mapping. Mappings can be
generated by looking for similarities of names of sym-
bols, and of topological relationships among them. Our
focus is on what happens after the merged ontology is
built, not on building it.

Our system is called OntoMerge. The merge of two related
ontologies is obtained by taking the union of the terms and
the axioms defining them, using XML namespaces to avoid
name clashes. We then add bridging axioms that relate the
concepts in one ontology to the concepts in the other through
the terms in the merge. Devising and maintaining a merged
ontology must be done by human experts, both domain spe-
cialists and “knowledge engineers.” Once the merged ontol-
ogy is built, ontology translation can proceed without further
human intervention. The inference mechanism we use, a the-
orem prover optimized for the ontology-translation task, is
called OntoEngine [Dou et al., 2002]. We use it for dataset
translation, query handling, and other tasks space precludes
us from describing.

Our internal representation language is Web-PDDL [Mc-
Dermott and Dou, 2002], a strongly typed first-order logic
language with Lisp-like syntax. It extends the Planning Do-
main Definition Language (PDDL) [McDermott, 1998] with
XML namespaces and more flexible notations for axioms.
Web-PDDL can be used to represent ontologies, datasets and
queries. Figure 1 shows an example, part of the merged on-
tology (or “domain,” to use the PDDL term) that links two ge-
nealogy ontologies, one produced by DRC and one by BBN.
Note that even for a topic as simple as roles in a marriage,
and even though both are based on the GEDCOM geneal ogy
notation, a widely accepted standard, the two component do-
mains reflect different design decisions. The DRC ontology
has separate predicates husband and wife, and the BBN
version has one predicate spouseIn plus a specification of
a person’s gender. The axiom shown is one of those required
in order to relate the two. (The “@” notation is for namespace
prefixes.) In our experience, most axioms are simpler than
this, and could easily be expressed in a DL. However, there
are almost always a substantial set of bridging axioms that
are either impossible to express in DL terms, or expressible
only by contortions that result in obscure, bug-prone formal-
izations.



(define (domain drc bbn gen merging)
(:extends

(uri "http://orlando.drc.com/daml/Ontology/Genealogy

/3.1/Gentology-ont.daml"

:prefix drc_ged)

(uri "http://www.daml.org/2001/01/gedcom/gedcom.daml"

:prefix bbn ged))

(:types Individual - Person
Male Female - Individual ...
(:facts
(forall (f - Family w -
(if (and (@bbn ged:sex w "F")
(@bbn_ged:
(@bbn_ged:

(wife £ w))) .))

)

Individual m - Marriage)

spouseIn w f)
marriage £ m))

Figure 1: Fragment of a Merged Ontology

The problem of translating datasets can be expressed ab-
stractly thus: given a set of facts in one vocabulary (the
source), infer the largest possible set of consequences in an-
other (the target). We break this process into two phases:

1. Inference: working in the merged ontology, draw infer-
ences from source facts.

2. Projection: Retain conclusions that are expressed purely
in the target vocabulary.

In an experiment with a genealogy dataset containing
21164 facts using the BBN ontology (concerning the pedi-
grees of European royalty for several centuries), OntoEngine
was able to generate an equivalent dataset in the DRC on-
tology containing 26956 facts. The time taken was 59 sec-
onds on a Pentium IIT workstation running at 800 MHz, with
256Mbytes of RAM. In another experiment involving geo-
graphic ontologies, 4611 input facts were translated into 4014
output facts in 18 seconds. OntoEngine is written in Java, and
could be considerably faster if converted to Lisp or C++, but
our current throughput of hundreds of output facts per sec-
ond is quite adequate for the small-to-middle-sized datasets
we expect in semantic-web applications. For larger datasets
one would rethink the translation task in terms of backward
chaining, in which queries are translated, not the datasets
used to answer them. Obviously, for both forward and back-
ward chaining, the timings one can expect for a given domain
are dependent on its axioms, and the undecidability of first-
order inference means that there exist domains for which this
whole approach will fail completely. Our experience, how-
ever, is that ontology-translation tasks do not require intricate
theorem proving with its attendant combinatorial explosions.

Prospective users should check out the OntoMerge web-
site:

http://cs-www.cs.yale.edu/homes/dvm/daml
/ontology-translation.html

We have put all URLs of existing merged ontologies there.
The Ontomerge service is designed to solicit descriptions of
ontology-translation problems, even when OntoMerge can’t
solve them, thereby letting us know of real-world problems in
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this area. In return for user input about a translation problem,
the OntoMerge staff will undertake to produce a merged on-
tology that solves the problem. We are also working on auto-
mated tools that will allow domain experts to generate merged
ontologies with less intervention from OntoMerge experts.
To summarize: Without waiting for the existence of per-
fect ontology-mapping tools, we have produced the world’s
first ontology-translation service on the World Wide Web. It
serves as a demonstration that first-order inference is a viable
technique for doing ontology translation between web agents.
It is also ready to perform as a web service itself, acting as an
intermediary between agents speaking different languages.
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1 Introduction

There is significant interest in making portions of the WWW
machine understandable as part of the broad vision known as
the “Semantic Web”. While the WWW is a rich information
space in which we spend significant amounts of time, many of
us spend even more time on email. In contrast to the WWW,
where most of our interactions involve consuming data, with
email we both create and consume data. With the exception
of the generic header fields associated with each email mes-
sage, email messages typically do not have semantic features.
While the majority of email will remain this way, this paper
argues that adding semantic features to email offers opportu-
nities for improved productivity while performing some very
common tasks. To illustrate, consider several examples:

e In the simplest case, imagine sending an email with a
talk announcement. With appropriate semantics attached
to the email, sending this message can also result in au-
tomatically (1) posting the announcement to a talks web
site, and (2) sending a reminder the day before the talk.
Suppose you are organizing a PC meeting and you want
to know which PC members will stay for dinner after the
meeting. Currently, you need to send out the question
and compile the replies manually, leafing through emails
one by one. With semantic email, the PC members can
provide the reply in a way that can be interpreted by a
program and compiled properly. In addition, after a few
days, unresponsive PC members can be automatically re-
minded to respond, and those who have said they’re not
coming to the PC meeting need not be bothered with this
query at all. This represents a substantial improvement
over current practice where members of mailing lists are
subjected to repeated entreaties to respond, even though
many of them have already done so.

As a variant of the above example, suppose you are or-
ganizing a balanced potluck, where people should bring
either an appetizer, entree, or dessert, and you want to en-
sure that the meal is balanced. In addition to the features
of the previous example, here semantic email can help
ensure that the potluck is indeed balanced by examining
the replies and requesting changes where necessary.

As a final example, suppose you want to give away tick-
ets to a concert that you cannot use. You would like to
send out an announcement and have the semantic email
system give out the tickets to the first respondents. When
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the tickets are gone, the system should respond politely
to subsequent requests. Alternatively, you may sell the
tickets to the highest bidder and have the system help
you with that task.

These examples are of course illustrative rather than ex-
haustive. Because email is not set up to handle these tasks ef-
fectively, accomplishing them manually can be tedious, time-
consuming, and error-prone.

In general, there are at least three ways in which semantics
can be used to streamline aspects of our email habitat:

1. Update: we can use an email message to add data to
some source (e.g., a web page, as in our first example).

2. Query: email messages can be used to query other users
for information. Semantics associated with such queries
can then be used to automatically answer common ques-
tions (e.g., asking for my phone number or for directions

to my office).

Process: semantic email can manage simple but time-
consuming processes that we currently handle manually.

The techniques needed to support the first two uses of se-
mantic email depend on whether the message is written in
text by the user or formally generated by a program on the
sender’s end. In the user-generated case, we would need so-
phisticated methods for extracting the precise update or query
from the text. In both cases, we require some methods to
ensure that the sender and receiver share terminologies in a
consistent fashion.

This paper focuses on the third use of semantic email to
streamline processes, as we believe it has the greatest promise
for increasing productivity and is where the most pain is cur-
rently being felt by users. Some hardcoded email processes,
such as the meeting request feature in Outlook, invitation
management via Evite, and contact management via Good-
Contacts, have made it into popular use already. Each of these
commercial applications is limited in its scope, but validates
our claim about user pain. Our goal in this paper is to sketch a
general infrastructure for semantic email processes. Feature
rich email systems such as Microsoft’s Outlook/Exchange of-
fer forms and scripting capabilities that could be used to im-
plement some email processes. However, it is much harder
for casual users to create processes using arbitrary scripts, and
furthermore, the results would not have the formal properties
that our model provides.
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JEiIe Edit View Insert Format Tools Actions Help |

% Department potluck -- please respond - Me

From: semweb@cs, washington.edu Sent: Wed 4/2/2003 4:35 PM

lucasm@es washington edu sends the following message: ;!
Youhave been invited to the potluck described below,
Please use the form below to indicate what wou are bringing.

To ensure that our meal is balanced, you may be asked to change wour selection.

Description: End of quarter pothuck
DatedTime: May 23, at 7:00 pom.
Location: Bieg 322

(@Bringing:[] (enter a number 1-4 heiween the brackeis)
1. Not Coming
2. Appetizer
3.Eniree
4.Dessert

##%% The information below is to assist with automated processing ****
of wour answers Please include it in ywour response without modification.
SELECT ?yousiring, ?Bringing
WHERE (<uw:processID36>, <uw:response>, ?x1),
(?x1, <uw:attendee=, ?youstring),
(?xl, <uw:bringing-, ?Bringing)
USING ww FOR <htip:/fwww.cs svashington.edw/research/senmweb/vocabifvl 0

- |

Figure 1: A message sent to recipients in a “Balanced potluck™
process. The bold text at the top is a form used for human recipients
to respond, while the bold text at the bottom is a query that maps
their textual response to a formal language (e.g., RDF).

2 Formal model of Semantic Email Processes

We model a semantic email process (SEP) as an RDF data set
affected by messages from a set of participants, controlled by
a set of constraints over the data set.! For instance, when exe-
cuting we may constrain a “potluck” process so it results in a
balanced number of appetizers, entrees, and desserts. Figure
1 shows the initial message that would be sent to the partici-
pants in such a process. Users respond via any email client,
and then (based on the constraints and other responses so far)
the system either accepts the response or suggests alternative
choices to the participant.

Our model enables us to pose several formal inference
problems that can help guide the creation of SEPs as well as
manage their life cycle. For instance, we have proven that, in
many common cases (including all of the examples described
here), the problem of inferring whether a specific message
from a participant may be accepted and still allow the process
constraints to be eventually satisfied is in P-time [Etzioni et
al., 2003]. Other tractable (and useful) inference problems in-
clude the ability to determine the set of all possible responses
that may be accepted by a process in its current state.

3 Implementation Status

We have developed a prototype semantic email system and
deployed it for public use.? So far we have developed simple
processes to perform functions like collecting RSVPs, giving
tickets away, and organizing a balanced potluck; these can be
customized for many other purposes (e.g., to collect N volun-
teers instead of give away N tickets).

The prototype is integrated within our larger MAN-
GROVE [McDowell et al., 2003] semantic web system. This

'Note that the users of SEPs are not expected to understand or
directly use the formal model. Generic SEPs are created by pro-
grammers and invoked by untrained users via a simple form.

See www.cs.washington.edu/research/semweb/email
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provides us with an RDF-based infrastructure for managing
email data and integrating with web-based data sources and
services. For instance, the MANGROVE web calendar accepts
event information via email or from a web page. In addition,
the RSVP email process could easily be expanded to accept
an event description from an existing web page, then monitor
this web data for location or time changes to include in a re-
minder email. Likewise, a semantic email client could utilize
data from MANGROVE to answer common questions. When
previously unknown questions are answered manually by the
user, these responses could be stored for future use, thus en-
abling the automatic acquisition of semantic knowledge over
time. Future work will consider additional ways to synergis-
tically leverage data from both the web and email worlds.

4 Related Work and Conclusion

Information Lens [Malone et al., 1987] used forms to enable a
user to generate a single email message with semi-structured
content that might assist recipients with filtering and priori-
tizing that message. Mangrove’s SEPs generalize this earlier
work by enabling users to create an email process consist-
ing of a set of interrelated messages governed by useful con-
straints. In addition, Mangrove extends Information Lens’s
rule-based message processing to support more complex rea-
soning based on information from multiple messages and data
imported from web sources. Consequently, Mangrove’s SEPs
support a much broader range of applications than those pos-
sible with Information Lens [Etzioni et al., 2003].

We have introduced a paradigm for semantic email and
described a class of semantic email processes. These auto-
mated processes offer tangible productivity gains on email-
mediated tasks that are currently performed manually in a te-
dious, time-consuming, and error-prone manner. Moreover,
semantic email opens the way to scaling similar tasks to large
numbers of people in a manner that is not feasible with to-
day’s person-processed email. For example, large organiza-
tions could conduct surveys and voting via email with guar-
antees on the behavior of these processes. Future work will
explore additional applications, extend our formal analysis,
and investigate any impediments to widespread adoption.

Finally, we see semantic email as a first step in a tighter in-
tegration of the semantic web and email. In essence, we have
described a concrete approach to generalizing the original vi-
sion of the semantic web to also encompass email.
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1. Introduction

This paper addresses the problem of how to determine
the validity of web information. The problem arises from
many directions: information may no longer be relevant
(e.g., discontinued products or old operating procedures),
may contain incorrect information (e.g., news stories), or
may even be outright lies. For example, in 1999, two men
posted fraudulent corporate information on electronic
bulletin boards, which caused the stock price of a com-
pany (NEI) to soar from $0.13 to $15, resulting in their
making a profit of more than $350,000 [Mayorkas]. This
example reveals a problem: anyone can publish informa-
tion on the web, the information may be true or false,
valid or dated, however, no tool exists to discern the dif-
ferences.

In this paper, Knowledge Provenance (KP) is pro-
posed to address this problem by introducing standards
and methods for how to model and maintain the evolution
and validity of web information. KP need answer the
following major questions. For any piece of web infor-
mation, what is the truth value of it? who created it? Can
it be believed? KP builds on research in trust manage-
ment by providing means of propagating information
validity over the web assuming its original sources are
trusted.

Philosophically, we believe the web will always be a
morass of uncertain and incomplete information. But we
also believe that it is possible to annotate web content to
create islands of certainty. Towards this end, Knowledge
Provenance introduces 4 levels of Provenance that range
from strong provenance (corresponding to high certainty)
to weak provenance (corresponding to high uncertainty).
Level 1 (Static KP) focuses on provenance of static and
certain information; Level 2 (Dynamic KP) considers
how the validity of information may change over time;
Level 3 (Uncertain KP) considers information whose va-
lidity is inherently uncertain; Level 4 (Judgment-based
KP) focuses on social processes necessary to support
provenance. This paper focuses on Static KP.

2.What is Static Knowledge Provenance?

The basic unit of web information to be considered in KP
is a "proposition". A proposition, as defined in First Or-
der Logic, is a declarative sentence that is either true or
false. A proposition is the smallest piece of information
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to which provenance-related attributes may be ascribed.
Static KP focuses on provenance of static and certain
information. Basically, any proposition has a truth value
of: True, False or Unknown. The default truth value is
"Unknown".

In the following, the underlying concepts of Static
Knowledge Provenance are explored in the context of
two case studies.

Case 1: Asserted Information

Consider the proposition found on a web page that "per-
ennial sea ice in the Arctic is melting faster than previ-
ously thought at a rate of 9 percent per decade." From a
provenance perspective, there are three questions that
have to be answered: 1) what is the truth value of this
proposition? 2) Who asserted this proposition? 3) Should
we believe the person or organization that asserted it? In
this example, a further examination of the text of the web
page provides the answers: it can be believed as a true
proposition, asserted by NASA, whom most people be-
lieve is an authority on the subject. Question is, how can
this provenance information be represented directly with-
out having to resort to Natural Language Processing of
the page?

Other examples of asserted information include asser-
tions made by persons or organizations, statistical data
and observation data such as stock quotes and weather
readings issued by organizations.

Case 2: Dependent Information

Consider the following information found in another web
page: "In 2002, a satellite-based survey [NASA2002]
found that ‘Arctic sea ice coverage fell from around 6.5
million square kilometres to around 5.5 million square
kilometres in one year’. The melting sea ice threatens to
drive polar bears extinct within 100 years." It contains
two propositions. The first is a quotation of the proposi-
tion in the previous case. The second is a derived conclu-
sion, and the first is a premise of the second. What makes
this case more interesting is that determining the truth of
theses propositions is dependent upon other propositions
that may be in other web pages. These types of proposi-
tions are called "dependent propositions" in KP. There
are two types of dependency occurring. The first is quo-
tation. The reproduction of a proposition is called
“equivalent proposition” for it has the equivalent truth
value as original proposition. Secondly, a proposition
can be derived using logical deduction. Hence, the truth
of the derived conclusion depends on the truth of the



premise and upon some hidden reasoning that led to the

deduction. This type of derived proposition is classified

as "derived information".

In practice, a proposition may be derived by applying
different axioms. Derived propositions may also be de-
pendent upon disjunctions, conjunctions and/or negations
of other propositions.

From these two cases, a number of concepts required
for reasoning about provenance emerge:
¢ Text is divided into propositions;

* Asserted proposition must have digital signature to
guarantee author identification and information integ-
rity;

* To believe an asserted proposition, its creator must be
trusted on a topic which the assertion belongs to;

* Info dependencies must be maintained;

* A dependent proposition can be an equivalent copy or
the result of a reasoning process;

* Validity judgment is based on trust relations (whom
can be trusted in a specific field) and information de-
pendency. So, provenance is context sensitive. The
context is the trust relations that the provenance re-
quester has.

3. Axioms

15 Static KP axioms have been defined in FOL to specify
truth conditions of KP-props [Fox & Huang 2003]. Major
considerations of the axioms are as follows:

* A proposition is "trusted", if its creator is "trusted" in
the topic covering the proposition, and its digital sig-
nature is "Verified*.

 An asserted-prop has its trusted truth value’ as speci-
fied by its creator, if it is trusted.

* An equivalent-prop has the same trusted truth value as
the proposition it depends on, if this equivalent-prop
is “trusted”.

* A derived-prop has its trusted truth value as specified,
if it is "trusted" and the proposition it depends on
(premise) is trusted to be “True”.

* The creator and digital signature of a web document
are the default creator and digital signature of each
proposition contained in the web document.

4. Implementation & Example

In order to use knowledge provenance to judge the
validity of web information, two tasks need to be done:
(1) to annotate web documents with KP metadata. We
define KP metadata using RDFS; (2) to develop an online
KP agent to conduct provenance reasoning on proposi-
tions contained in web documents by using KP axioms.

The following is a piece of example to annotate one
proposition. The entire annotation example can be found
in [Fox&Huang2003].

<kp:Derived prop rdf:id="EndangeredPolarBears"

* The truth value that the provenance agent believes a propo-
sition has, is called trusted truth value.
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truth_value="True"
is_dependent_on="#MeltingArcticSealce"
creator="Andrew Derocher”
in_field="Polar Bears"
>
<kp:proposition_content> The melting sea ice threat-
ens to drive polar bears extinct within 100 years
</kp:proposition_content>
</kp:Derived prop>

For the first step, we have implemented the Static KP
model with an experimental system, called RDFS-Prolog.
The following figure illustrates provenance reasoning in
the second case of section 2.

Derived_prop:"EndangeredPolarBears" Trusted truth_value: True

creator: Andrew Derocher because:
PR " (1) A. Derocher is trusted in
in_field: "Polar Bears N "

Polar Bears

digital_sig_verif_status: "Verified (2) dependency prop. is "True"

is_dependent_on v

Trusted_truth_value: "True"
because:

(1) A. Derocher is trusted in
"Arctic Environment"

(2) dependency prop. is "True"

Equivalent_prop:"MeltingArcticSealce"
creator: Andrew Derocher

in_field: Arctic Environment
digital_sig_verif_status: "Verified"

is_dependent on
Y

Asserted_prop:"MeltingArcticSealce" Trusted_truth_value: "True"

creator: NASA because:
in_field: Arctic Environment Monitoring NASA is trusted in "Env.
digital_sig_verif_status: "Verified" Monitoring"

A Static Knowledge Provenance analyzer (based on
earlier version of KP1 model) has been implemented in
JAVA as a service available over the web at
http://www eil.utoronto.ca’kpl/. Given a URL, the ana-
lyzer extracts KP-props and their descriptions, and fol-
lows paths through the web to accumulate provenance
information. The KP analysis result is then displayed in
the web browser.
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1 Introduction and thus aim for a reification that accounts to some extent for

. : - .the partial and hybrid structure of such entities.
We propose a mechanism to mime the human cognitive abil From the logical viewpoint, any reification of theories and

ity to contextualize our ontological commitments, even when : ' .
Y 9 models provides a first order representation. From the on-

we have scanty evidence of them. This ability originates fro ; . ; : . . e
extensive reification, and from the representation of Oth';Eologlcal engineering viewpoint, a straightforward reification

cognitive processes described e.g. by Gestalt psychologﬂ;zuns(itbeenf?;?nhé ds\;ci(t:r(?ir:haen%ﬁgﬁ)ms reossusljgﬂlg glj)"rpafc'g(r:git;]on
[Kdhler, 1947, which allow us to refer synthetically to some 1o a foundational ontol 9y, P y 9
commonly agreed context labels. 0 a foundational ontology.

From the Semantic Web perspective, we propose that ) .
when a complete theory is lacking- we may sptill I?ecurse t03 D&S: an ontology of descriptions
context to help interpretation. An ontological context can beThe Descriptions and Situations ontology (D&S) is an at-
preliminarily defined here as a first-order entity, usually quitetempt to define a theory that supports a first-order manipula-
complex, which is defined by certain typical elements that retion of theories and models, independently from the particular
sult from the reification of the elements of a theory. foundational ontology it is plugged in.

We have developed and are exploiting an ontology of con- When we try to describe a state of affairs (not considered
texts, called Descriptions and Situations (D&S), which pro-here as a model) according to a theory, some structure (a
vides a principled approach to context reification through anodel) emerges (this reflects the "cognitive structuring” pro-
clear separation of states-of-affairs and their interpretatiol¢ess). The emerging structure is not necessarily equivalent to
based on a non-physical context, called a description. Thee "real” structure.
ontology of descriptions also offers a situtation-description D&S represents this intuition as an "epistemological layer-
template and reification rules for the principal categories oing”, consisting of assuming that any logical structiisg(ei-
the DOLCE foundational ontology. Both DOLCE and the ther formal or capable of being at least partly formalised) is
D&S extension to DOLCE are being developed in the EUbuilt upon a state of affairs described according to a th&pry
WonderWeb projeét (either formal or capable of being at least partly formalised).

In other words; describes what kind of ontological com-

2 Approach mitmentL; is _supposed to represent within the epistemolqgi-

cal layer that is shared by the encoder of an ontology. Episte-
Foundational ontologies such as DOLCE are ontologies thanological layering reflects the so-called "figure-ground shift-
contain a specification of domain-independent concepts anithg” cognitive process.
relations based on formal principles derived from linguis- D&S implements reification rules for ari§;, called a de-
tics, philosophy, and mathemati¢&asolo et al, 2003. scription, and a basic framework for anhy, called a situation,
While formalizing the principles governing physical objects and for their elements.
or events is relatively straightforward, intuition comes to odds . .
when an ontology needs to be extended witn-physical -1 Implementation of D&S in DOLCE
objects such as social institutions, organizations, plans, regpOLCE has four top categories: endurant (including object
ulations, narratives, mental contents, schedules, parameteesd substance-like entities), perdurant (event- and state-like
diagnoses, etc. entities), quality (individual attributes), and abstract (mainly

In general, we feel entitled to say that representing onconceptual regions for attributes of entiti¢s)asoloet al.,
tological (reified) contexts is a difficult alternative to avoid, 2003.
when so much domain-oriented and linguistic categorisations A situation is a (new) top category in DOLCE, while a de-
involve reification. However, we also want to provide an ex-scription is a non-physical endurant. A description may be
plicit account of the contextual nature of non-physical entitiessatisfied by a state of affairs. A description satisfied by a state

of affairs is an s-description. A state of affairs satisfying a
http://wonderweb.semanticweb.org description is a situation.
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Figure 1: UML overview of the D&S ontology of descriptions

Concerning the reification of the elements of a theory, the e An ontology of communication. We have used D&S

descriptions that reify a selection rule on DOLCE regions
(e.g. speed limit or visibility) are called parameters, the
descriptions that reify a functional property of DOLCE en-
durants (e.g. citizen or judge) are called functional roles, and
the descriptions that reify sequences of DOLCE perdurants
(e.g. schedule or pathway) are called courses.

Situations and s-descriptions are systematically related as
shown in Fig. 1. The basic relation is "selects”, and it reifies
the instantiation relation between an individual in a model
and a concept in a theory. Within DOLCE, selects relates
components of an s- description to instances of DOLCE cat-
egories. Intuitively, selects(x,y) binds an individual y classi-
fied in a DOLCE category to a situation s that satisfies the
s-description d that has x as a component. In particular: pa-
rameters are valued-by regions, f-roles play endurants, and
courses sequence perdurants.

D&S results to be a theory of ontological contexts because
it is capable to describe various notions of context (physical
and non-physical situations, topics, provisions, plans, assess-
ments, beliefs, etc.) as first-order entities.

Examples of descriptions and situations include a clinical
condition (situation) with a diagnosis (s-description) made by

to formalize Roman Jacobson'’s theory of communica-
tion and the theory of semiotics developed by Ferdinand
de Saussure. Theories of communication and interpreta-
tion exhibit a clear contextual nature in giving structure
(“meaning”) to an underlying exchange of symbols.

We have extended and used this ontology to describe
communication in a Semantic Web experiment, a peer-
to-peer ontology-based knowledge sharing environment
developed within the EU SWAP projett

e An ontology of Web Services.In our latest work, we

apply the D&S template to develop an ontology of (web)
services which takes into account the multitude of views
on a service: the offering of the provider, the expecta-
tions of the requestor, the contract agreed, the service
norms etc.

This ontology serves as an upper layer of the ontologies
used to describe the software components hosted by the
Application Server for the Semantic Web (ASSW), the
central brokering facility in the WonderWeb infrastruc-
ture.

some agent (f-role), a case in point (situation) constrained bjiReferences

a certain norm (s-description), a murder (situation) reportedkhler, 1947 Wolfgang Kohler. Gestalt PsychologyLiv-
by a witness (functional role) in a testimony (s-description),  eright, New York, 1947.

a 40kmph (region) as the value for a speed limit (parameterg .

in the context of an accident (state of affairs) described a Masoloet al, 2003 Claudio Masolo, Stefano Borgo, Aldo

L ; . Gangemi, Nicola Guarino, Alessandro Oltramari, and Luc
a speed excess case (situation) in an area covered by traffic L ' ' : -
code (s-description) etc. Schneider. The WonderWeb Library of Foundational On

tologies. WonderWeb Deliverable 17, 2002.

4 Applications

The Descriptions and Situations ontology as a template for
context modelling have been applied in a number of ontology
developments: 2http://swap.semanticweb.org
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Abstract

We propose a new approach to develop semantic
annotations that captures at different levels of formality and
specificity how a user decided to render each statement after
consulting a set of documents that may or may not be
consistent or contributing to the final statement entered by
the user. We believe that this kind of trace of information
about how each annotation is defined will make the
annotations easier to reuse, extend, and translate. We are
investigating these issues with IKRAFT, an interactive tool
to elicit from users the rationale for choices and decisions as
they analyze information used in building semantic markup
annotations. IKRAFT helps users create semantic markup
grounded in the original documents that the user consulted
to create it, including documents that were considered but
were dismissed and intermediate statements used in the
creation of the final markup.

Introduction

Our work investigates an alternative design of ontologies
and knowledge bases in the Semantic Web that may avoid
the challenges that arise in understanding, reusing,
extending, translating, and merging existing technology for
knowledge bases. Large knowledge bases contain a wealth
of information, and yet browsing through them often leaves
an uneasy feeling that one has to take the developer's word
for why certain things are represented in certain ways, why
other things were not represented at all, and where might
we find a piece of related information that we know is
related under some context. Whatever fits the language
will be represented and other things are left out, for reasons
such as available time and resources or perhaps lack of
detailed understanding of some aspects of the knowledge
being specified. When the knowledge base needs to be
extended or updated, the rationale for their design is lost
and needs to be at least partially reconstructed. The
knowledge sources are no longer readily available and may
need to be accessed. While it is the case that entire
knowledge bases can be reused and incorporated into new
systems, it is harder to extract only relevant portions of
them that are appropriate in the new application. Parts of
the knowledge base may be too inaccurate for the new task,
or may need to be modeled in a different way to take into
account relevant aspects of the new application.
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The goal of our work is to capture the results of
analyzing various information sources consulted by content
developers as they design the detailed contents of a
knowledge base. IKRAFT (Interactive Knowledge
Representation and Acquisition from Text) is a tool that
enables content developers to keep track of the knowledge
sources and intermediate knowledge fragments that result
in a formalized piece of knowledge, described in detail in
[1]. We have extended IKRAFT so that it can be used to
create RDF Schemas that are linked to the original
documents consulted by the user and to intermediate
statements derived from those documents. The resulting
semantic markup is enhanced with pointers that capture the
rationale of its development.

Figure 1 illustrates how IKRAFT helps users create
annotations. First, the user selects original sources (shown
on the top right) and selects from them relevant knowledge
fragments by highlighting them in the source text. Then the
user restates the knowledge fragments in terse English
statements (shown on the top left). Typically these new
fragments are phrased as unambiguously and briefly as
possible. They may be organized in a list of items and sub-
items. The developer may combine two or more fragments
into one sentence, or break a fragment into several
sentences that reflect different aspects of the content
discussed. IKRAFT will keep pointers back to the
document fragments that were highlighted by the user in
creating each statement. Finally, the user formalizes those
fragments into the target representation (shown at the
bottom). Notice that some of the fragments may extend
existing definitions in pre-developed schemas or
ontologies. IKRAFT generates RDF Schemas to reflect the
classes and constraints defined by the user, and include
pointers to the original documents.

Figure 2 shows how IKRAFT supports an application
that we are currently developing to create end-to-end
earthquake simulations from smaller components that
model different aspects of the simulation and represented
as web services [2]. Each simulation model is designed by
scientists to take into account specific types of earth
shaking phenomena, which result in constraints that should
be taken into account by the end users (e.g., building
engineers) using the models. In this application, users can
access the documentation of the simulation models by
retrieving the IKRAFT annotations that justify each
constraint.



Statements

ature is defined as a e of hotness or c.

© hotness is defined as being capable of giving a sensation of heat or burnin

o c describes lack of heat that is low for h

~ wind is a natural movement of air

~ air is a mixture of odorless gases that surround the earth

© gas is a fluid that has no shape or volume and tends to expand indefinitel
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Figure 1: IKRAFT interface for creating semantic annotations.
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Figure 2. Using IKRAFT in an earthquake simulation application.
Backing up the formalized constraints with the IKRAFT captures the rationale for modeling the
appropriate  documentation sources is very useful, knowledge the way it appears in the semantic annotations.

especially when users need to make judgments about the
severity and possible dismissal of constraint violations. In
addition, it is useful to accommodate constraints in
different degrees of formalization since some
characteristics of the models are hard to formalize (e.g.,
that the model relies on “recordings with unknown or poor
estimates of magnitude mechanism distance or site
excluded from data set”).

In summary, in developing a semantic model of some
body of knowledge, users may consult many sources
presenting contradictory or complementary information,
analyze the different implications of each alternative belief,
and decide what and how to model the knowledge. Instead
of having annotations that only represent their final beliefs,
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We believe that this facilitates future extensions of the
annotations by other users, as well as integration across
diverse schemas and ontologies.

We are currently extending IKRAFT with natural
language processing tools to support the formalization of
the statements and the mapping of terms to pre-existing
schemas and ontologies. We continue to use it for content
development, and plan to release IKRAFT open source in
the near future.
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1 Introduction

This paper presents a novel approach to apply Semantic
Web technologies to groupware and KnowWho in Knowl-
edge Management.

Most groupware combine some applications such as a
scheduler, mailer, BBS, etc. and integrate information in
application-oriented manners. Generally, they work well if
all the group members use the same product. However, as our
work styleis changing rapidly and a group is becoming flex-
ible, it is hard to imagine all members use the same software
application. Here, required information sharing approach is
not by application-oriented but contents-oriented.

The Semantic Web is also aimed at integrating heteroge-
neous Web contents in a content-oriented manner by using
metadata and ontology. To cope with the above problems
in groupware, we utilize Semantic Web technologies such as
RDF (Resource Description Framework) and Web Ontology
to Knowledge Management in intranets.

2 Semantic groupware: WorkWare++

Our system called WorkWare++ is not only a yet another
groupware but also a meta-level groupware that can produce,
integrate, and manage metadata about people, documents,
schedulers, and so on of heterogeneous applications using
RDF.

Figure 1 shows the architecture of WorkWare++. Work-
Waret++ is composed of three layers: the application layer,
the metadata layer, and the multiple views layer. Work-
Ware++ not only manages persons schedule, but also semi-
automatically relates employee databases, office documents,
E-mail, and schedule information semantically in the meta-
datalayer. Therelations are stored in RDF metadata.

Metadata management of WorkWare++ consists of two
steps: metadata generation and link attachment.

First, WorkWare++ generates five kinds of metadata from
applications as shown in Figure 2. Properties of Document
objects are extracted from office documents and E-mail by
information extraction technologies. Properties of Employee
are given from the employee database. Properties of Sched-
ule objects are given from the scheduler. Sometimes, the
same meeting is represented in different strings by different
person. To integrate such information, WorkWare++ semi-
automatically generates Meeting objects.
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Figure 1: Architecture of WorkWare++

Second, WorkWare++ attaches links among existing dif-
ferent kind of RDF nodes such as Meeting-Employee and
Document-Employee, using ontology matching techniques
such as name identification. For example, by comparing Em-
ployee’sName to Document’s Author, the name identification
makes the link between them as “dc:creator” link. The links
between Employee objects and Meeting objects is also simi-
lar as*Participant” link. Thelinks between Document objects
and Meeting objects are currently given manually as “Has_a”
link. Thus, each object is semi-automatically connected, and
becomes to alarge-scale network structure.

3 KnowWho in WorkWare++

KnowWho processes are hot so simpleasto input several key-
words and find related person like the bag-of-words model
in document retrieval. There are severa paths to find and
reach desired people, for example, skill keywords, related
documents, related person, and so on. Here, we treat the
KnowWho process of WorkWare++ as a sequence of search-
ing and visualizing information around people, documents,
schedules, and skill keywords.
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Figure 2: Metadata in WorkWare++

WorkWare++ enables the following navigation steps to ac-
cess a skilled person from starting topic keywords.

1. Find target technologies from starting topic keywords
(Technical Term Map).

2. Find skilled groups of the target technologies (Personal
Connection Map).

3. Find the most skilled person in the group by comparing
persona skills (Personal Skill History Map).

The navigation steps are performed with a high speed full-
text XML search engine [Nakao and Igata, 2002] and visual
text mining engine . We applied WorkWare++ with about
1,000 employees and tens of thousands of documents.

Figure 3 is an example of the technical term map. This
map visualizes the relations between technical terms and or-
ganizations that relate to a topic keyword “XML”. This map
is made from Document (with Keyword), and Employee ob-
jectsin Figure2. Node's names of the map, for example, are
given from Keyword's String and Employee's Organization.
The relevance of each nodeis derived from the co-occurrence
in the same document.

Figure 4 is an example of The personal connection map.
This map visualizes the closeness of people, which is derived
from the co-participant relations from Meeting. Related peo-
ple are selected from Meeting and the number of Document
that contain the relevant keywords. The map clarifies key-
persons who connect the subgroups.

The personal skill map visualizes personal skill keywords
in atime series. Transition of skill keywords is derived from
combination of Employee and Document.

4 Concluding Remarks
WorkWare++ has the following features:

1. Semi-automatically generating RDF metadata around
person from his routine work.

2. Searching and visualizing information around people,
documents, schedules, and skill keywords.
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We checked several KnowWho results of more than 1,000
employees of our research departments and the quality is rea-
sonable. But it may be based on the work style of researches,
i.e,, most of the results are given as a set of documents such
as papers. Researchers who output a certain keyword fre-
quently in papers can be seen as specialists of the keyword
topic. However, another kind of workers such as System-
Engineers, they seldom write accurate documents. Even in
the intranets, not all the information is trustworthy. We are
now extending WorkWaret++ to other departments, and the
solution to this problem is one of our remaining research top-
ics.
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1 Introduction

Nowadays many application domains are looking for use of
ontologies. And each area, that uses ontologies, sets its own
requirements for tools. One of such areas is the software
integration domain. The main challenge of integration is:
how to make working together software entities that were
not initially created to work with each other. We are
currently working on the topic of semi-automated
integration of various numerical simulation multi-physics
solvers [Salome, 2003] within a distributed environment.

Here the use of ontologies (as formal description models)

helps to share the same view on specification of the solvers

coming from different vendors. Reasoning procedure allows
retrieving required software configuration. Integration topic

is out of the scope of this article and will be published in a

separated paper. Some preliminary results were given in

[Kazakov, 2003].

Taking into account the research origin of our work, we
have formulated a set of requirements for an ontological
tool that would be convenient when working within a
specific application domain:

e  Full support of at least one ontological formalism (such
as description logics [Baader, 2003], first order logic
and others) with presence of reasoners

e Convenient user interface for manipulation of logical
expressions

e Ability to integrate that tool with a specific domain
environment (API)

e Ability to manipulate ontologies and their elements
from specific domain environment (API)

e Fast and portable user interface

e Ability to work with structured “ontological projects”
but not with “files”.

e Ability to switch among ontological formalisms for
research purposes
We noticed that the same requirements arise often

within the variety of other domains where ontologies are

used (manufacturing engineering, configuration, etc.).

Then we have studied the state of the art of ontology
creation/edition tools and programming interfaces. However
no tool complied with our requirements and was convenient
for our needs. Thus the decision to create own platform was
taken. The name of the platform is DL-workbench (short of
Description Logic Workbench, since the SHIQDn
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description logic [Horrocks, 2003] is the main formalism
that is used). DL-workbench is published under open source
license (http://www.opencascade.org/dl-workbench ).

The DL-workbench is a meta-model based ontological
edition platform. The extension and integration APIs are
open and documented. Meta-model allows us to switch
easily between different ontological formalisms and gives
the ability of easy and extensible integration with other
environments. DL-workbench is implemented as a set of
IBM Eclipse plug-ins using Java language. That fact allows
seamless integration of DL-workbench with many other
software engineering tools (IBM WebSphere, Rational
XDE, etc.).

Semantic Web activity is an important world-wide
effort that combines many techniques and touches many
application domains. We believe that our experience in
creating of software tools for manipulation of ontologies
(and DL-workbench itself) will be useful for the semantic
web community.

2 DL-workbench

The next list of principles was formulated and it constitutes

the main concept of DL-workbench:

e DL-workbench is based on a meta-model that is capable
to describe the structure of ontological formalisms and
third-party data that can be used within a specific
domain.

e DL-workbench has a modular (plug-in based)
architecture with clearly specified dependencies among
modules.

Main processing module of DL-workbench is based on
the meta-model. It does not depend on any of specific
formalisms. This module implements features that can be
implemented using only generic meta-model (persistence
skeleton, reasoning skeleton, tracking of changes,
transactions, lifecycle of instances and many others). Only
top level modules (leafs of module dependencies tree) are
formalism-specific. Each generic module provides a set of
documented extension points that can be used by other
modules / software to customize the platform.

DL-workbench is based on the following principles:

e The work with ontologies is performed using a notion
of a project. A project here is a structured set of
ontological files (ontological resources) and other
domain specific data if needed.



DL-workbench  supports manipulation/edition  of
complex expressions and axioms. In many application
domains, the complete and “reasoning-able” ontologies
require the use of logical expressions and axioms.
DL-workbench defines an internal data model and “Ul-
ready” data model. These allow organization of
different views on the same data (i.e. project view,
namespace view, taxonomy view).

DL-workbench provides a structured and documented
API over all above mentioned features. DL-workbench
provides the user interface of an ontological editor.

We strongly believe that an ontological manipulation
platform, integrated with some software engineering
environment, shall be based on these principles to be and
useful for researchers, software architects and end users.
DL-workbench source code is public and we hope it will be
useful for vendors of ontology edition tools.

DL-workbench can be viewed both as a meta-model
based platform for creating ontology-manipulation tools and
as an ontological editor that supports SHIQ description logic
(the meta-model is used to describe the structure of SHIQ
logic formalism, such as “concept”, “object property”, “data
type”, “axiom”, “expression”, etc.). DL-workbench uses
DAML+OIL as persistent format and Racer [Haasler, 2001]
as DL reasoner. SHIQ description logic was chosen due to
the following main reasons:

e Description logics were taken as the most appropriate
language for formal specifications within our domain
[Kazakov, 2003].

SHIQ is a very expressive decidable description logic
that has implemented reasoners [Horrocks, 2000]

SHIQ and DAMLAOIL are supported by semantic web
community.

The meta-modeling approach to creation of tools was
successfully used earlier for products such as IBM
WebSphere, Rational Rose and many others. DL-workbench
is implemented as a set of plug-ins to IBM Eclipse platform.
Eclipse is an emerging open source Java-based environment
for creation of project-based tools. Eclipse implements its
own portable UI widget library (SWT) that uses native OS
calls and is much faster than SUN Swing library. Below we
give details of the meta-model kernel and some interesting
aspects of DL-workbench.

The major advantage of the DL-workbench is the use of
a meta-model. It allows easy-to-use definition of entities
and relations of an ontological formalism that has to be used
within the workbench.

The meta-model is implemented as a set of Java
interfaces for the convenience of use from programming
environments. Meta-model is a language that is used for
description of ontological formalisms by specifying their
elements, structure and invariants (invariants have to be
satisfied when instances of these elements are created or
modified). The meta-model is basically intended for
specifying structural models. Semantics of the meta-model
were inspired by Description Logics [Baader, 2003].We
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tried to keep the meta-model as simple as possible, but
powerful enough for many possible needs. The structure of
metamodel may be seen in a full version of this article can
be found in [DL-workbench, 2003].

The meta-model can be used not only for description of
ontological formalisms, but also for description of other
data formats that are needed for specific application domain.
For example, we use description of Java interfaces
expressed with the same meta-model within the software
integration domain. Many structural data formalisms can be
easily expressed in the presented meta-model.

3 Conclusions

Presence of meta-model for implementation of ontological
formalism and connection with other data structures is very
important for software integration domain. Our current
research for software integration is based on DL-
workbench. The ability to have many different views (by
namespaces, by taxonomies, by files, graphical view and
many others) on the same ontological structure helps a lot in
many real cases. From our point of view, working with
ontologies must follow the project-oriented paradigm. It’s
hard to imagine a real industrial ontology that is saved in
one file and has no references to other files. However, it is
worth to mention that this requirement may be not important
for the Semantic Web community. Axioms and logical
expressions are extremely important for creating of
complete and reasoning-ready ontologies. We’ve
implemented our own GUI of expression editor; however
we strongly believe that some deep research must be
conducted on ergonomics of expression editor.

Today the DL-workbench is a research prototype and it
lacks the stability that is needed for industrial development
of ontologies. We use DL-workbench for development of
our domain specific extensions and integration with other
tools. We use described concepts for creation of extensions
of DL-workbench that facilitate our experiments with
integration of numerical solvers and creation of “good
enough” ontologies verified by reasoner.
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1.

The Semantic Web (SW) will dramatically improve knowl-
edge management and exploitation. Current SW tools and
applications, however, are largely still document-centric. A
complementary approach is to provide an object-centric
index of documents, databases, and services. Knowledge
objects representing entities in the world such as people,
places, things, and events are linked into Semantic Object
Webs™, which can be navigated, queried, and augmented
by software agents (using the DAML/OWL ontologies’
underlying semantics) and by humans via visualization
tools. These semantically integrated webs provide views of
the underlying knowledge space across multiple distributed,
heterogeneous sources.

We have been developing one of the first end-to-end tool
suites to index, manage, and exploit knowledge via seman-
tic object webs. We are applying these tools in the USAF
Research Lab’s Effects-Based Operations project, Horus
project (sponsored by the DARPA DAML program and the
Intelligence Community) and other military and business
domains.

Introduction

2. Technologies and Tools

The Semantic Object Web (SOW) approach extends the
Semantic Web by focusing on how users and software
agents can more easily access and exploit information about
specific entities in the world — people, places, events, etc. —
that is semantically integrated from multiple distributed,
heterogeneous sources. The “semantic” part refers to our
use of ontologies, formal, shared vocabularies represented
in languages such as the DARPA Agent Markup Language
(DAML) and the Web Ontology Language (OWL). These
ontologies specify the type (class) and properties of entities.
Each entity is represented by machine-understandable Se-
mantic Knowledge Object (SKQO), an instantiation of one
or more ontology classes. SKO’s are linked into semantic
object webs by ontologically-grounded links (properties),
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unlike hypertext links on the Web. These links may be
browsed by humans or navigated by software agents.

The “integration” part of “semantic integration” refers to
the population of SOW’s and SKO’s from multiple, distrib-
uted heterogeneous sources, including web pages, docu-
ments, and databases. A SKO can be thought of as encapsu-
lating or indexing information associated with an entity,
e.g., a Person such as Saddam Hussein. A SOW is thus a
rich, interconnected index of an underlying information
space, where the bulk of the information about an entity will
reside in various data sources. A SOW indexes information
on the Semantic Web, which is typically distributed, or on a
individual user’s PC, network, or intranet.

Besides being a guide to the underlying information, the
index itself contains information that can be used to answer
users’ questions: e.g., “What are all the countries in
Europe?”. could be answered using instance data on conti-
nents and countries populated from a geographic source.
Because the index can capture complex relationships (e.g.,
financial transactions, terrorist networks, etc.), it can sup-
port more specific queries with higher precision results than
the keyword-based indices commonly used by most search
engines on the web today. 4 fragment of a sample SOW is
shown in Figure 1.

Ontologies enable integration. Each data source’s under-
lying structure is mapped to classes and properties in a set
of interlinked ontologies. Data can then be rehosted in a
SOW index repository — a knowledge base (KB) — at update
time or accessed at runtime. We have developed and applied
several technologies for defining, populating, exploiting,
and maintaining SOW’s.

Our logical architecture for the SOW toolkit, shown in
Figure 2, includes:
¢ Ontology Authoring and Maintenance tools such as (1)

COTS authoring tools such as Sandpiper’s Medius™

Visual Ontology Modeler, and (2) XML Schema to On-

tology import tools such as ISX’s Semagen
e Ingest tools to build an index from heterogeneous data

sources including (1) automatic markup tools using text

entity extractors (e.g., Inxight’s Thingfinder™); (2) XML



to OWL import tools such as ISX’s Semagen; (3) rela-
tional database to OWL import tools; (4) e-mail markup
tools; (5) web scrapers; and (6) form-based, manual
markup tools.

o Index Management tools to provide storage and retrieval
from indices using inference. These include (1) a reposi-
tory for assertions (and metadata) from markup utilizing a
KBMS/RDBMS hybrid (e.g., U. Maryland’s Parka
KBMS and Oracle, or Postgres) for storing assertions
from markup; and (2) co-reference determination tools to
combine assertions from different sources that pertain to
the same entity (SKO)

o Exploitation tools including (1) a customizable, ontol-
ogy-organized knowledge portal supporting SOW/SKO
navigation and visualizations (e.g., tree/graph; form-
based) for human users; and (2) software agents for auto-
mated knowledge discovery that crawl SOW’s to find

patterns.
Ke
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(Ontology:
SUL-Miltary)

Sam Brown
Rank: Capt.

instance of

Figure 1. Fragment of Sample Semantic Object
Web describing a Meeting Event

3. Applications

We have applied the SOW technologies to a number of
military, intelligence, and commercial domains. The Horus
project, sponsored by DARPA (DAML Program) and the
Intelink Management Office, is an early adopter of
DAML/OWL and chartered with transitioning emerging
tools to the Intelligence Community. On the Effects-based
Operations (EBO) project sponsored by the Air Force
Research Labs, we have built tools for military air opera-
tions planners to author plans using an ontologically-
grounded representation of strategy (strategy templates),
effects (and their mechanisms and indicators), and the bat-
tlespace (situation entities). This work leverages DAML
ontologies and a reasoning service based on the Java Expert
System Shell (JESS) and the DAML axioms. Ontologies,
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axioms, business logic, and instance data is converted into
JESS rules and facts for forward chaining inference. This
approach allows business rules to augment the constraints
specified in the ontology.

Additional applications of the SOW technology include
DARPA’s new Semantic Enabling and Exploitation
seedling. A collaborative SOW portal using Groove™ for
DARPA’s Terrorism Information Awareness program.

Software Agenis
_ lorcunpl.m_ﬂiun.
Ontology inference, & discovery. mamf‘se-
Authoring & Bi=0 &Queqr.
Mgmt. Tools SKMO'st
SOW Index o psigh‘{‘;ic : b
Mgmt. Tools Tools
JEs ic Object Web
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SOW Indexing il KA Qoo
& Ingest Toals KRy mmc?mm i tmiﬂtmm,,
v < -databases) 5 i
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= 1, to source content
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Figure 2. Toolkit for the Semantic Object Web

4. Future Work

We are currently extending our toolkit in a number of direc-
tions. The KBMS is being augmented with additional (in-
ferencing) support for OWL. New services will also include
increased support for co-reference determination and sup-
port for additional rule-based inference using business rules.
On the exploitation side, we are exploring more graphical
visualizations of SOW’s and tools to specify queries graphi-
cally and in natural language. New tools will assist with
dependency tracking in support of ontology maintenance, in
addition to the ontology versioning constructs built into
DAML/OWL. Markup tools with increasing automation are
planned to aid users in document summarization, with OWL
markup as a by-product. We are also developing new kinds
of SOW-savvy agents.
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1 Introduction

The Tuple Space model was initially conceived for paral-
lel computing in David Gelernter’s Linda system[2]. Tu-
ple Spaces offer a coordination infrastructure for communi-
cation between autonomous entities by providing data per-
sistence, transactional security and temporal and referential
decoupling— properties that make it desirable in distributed
systems for e-commerce and ubiquitous computing applica-
tions. In most Tuple Space implementations tuples are re-
trieved by employing type-value matching of ordered tuples,
object-based polymorphic matching, or XML-style pattern
matching. We present a new approach to retrieve tuples from
a Tuple Space. By annotating tuples with semantic descrip-
tions and by making use of a description-logic reasoning en-
gine we can enhance the interaction between independent en-
tities. Semantic description is added to tuples by making use
of the DAML+OIL ontology language. Additional inference
rules are drawn by making use of a reasoning engine that
works well with description-logic based languages. Special-
ized agents, like the Tuple-Recommender Agent and Task-
Execution Agent reside on the space to enhance interaction
in mobile environments. Our prototype was integrated with
Vigil[1], a framework for intelligent services in pervasive en-
vironments.

2 Motivation, Design and Implementation

The representation of a tuple and its retrieval from the space
are two significant and slowly evolving features of Tuple
Spaces. The simplistic matching that Linda uses is extended
in JavaSpaces and other OO space implementations to sup-
port polymorphic type matching. In subsequent implemen-
tations, support for XML type representation and querying
is provided; however, current implementations have certain
limitations. An XML representation of a tuple offers syn-
tactic interoperability, but no semantic interoperability. Tu-
ples lack the expressiveness to support extended reasoning
by machines. Current implementations do not support inex-
act matching and there are no standards to share common on-
tologies.

The Semantic Spaces system is an endeavor to enhance
the way tuples are represented and retrieved from the Tuple

*This work waspartially supportecby the DARPA contractand
wasdonewhile thefirst authorwasat UMBC.
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Space. The key ideas are: to make use of a semantically rich
representation to describe the data in a tuple, and to make use
of semantic reasoning to search for tuples on the space. The
use of semantics enables systems that have been developed
independently to coordinate with each other.

At the core of our system is the Outrigger implementation
of Sun’s JavaSpaces(TM) specification. The “Semantic Tuple
Manager” and the “Semantic Tuple Matcher” are the chief
components of the system. The “Semantic Tuple Manager” is
primarily responsible for validating the semantic consistency
of tuples that are added to the space. The “Semantic Tuple
Matcher” handles the “read”, “take” and “notify” operations.

We introduce the notion of a “Semantic Tuple”, which acts
as a role marker in our system. System designers can extend
this tuple to create application specific tuples. The semantic
information is marked up using DAML+OIL. The tuple con-
tains either a URI, which points to the DAML description, or
can contain the complete DAML content embedded in it.

SEMANTIC TUPLE MANAGER: When a semantic tuple is
written into the space, the semantic description of the tuple
is asserted into a description-logic based reasoning engine
(like RACERI[3]). In addition to the DAML+OIL descrip-
tion, we assert all newly encountered URIs that occur in the
namespace of the description. While asserting the descrip-
tion, the reasoner validates class consistency. If the reasoner
detects an inconsistency then the description is retracted from
the knowledge base and an error is reported. The description
can contain both the instance data i.e. A-Box (facts) and the
structure of the domain i.e. T-Box (rules), or just the A-Box.

SEMANTIC TUPLE MATCHER: A tuple can be retrieved
from the space by performing a “read” or “take” operation.
In order to invoke these operations, a semantic template that
best matches the consumer’s requirement is passed as an in-
put. A predefined DAML+OIL ontology is used to express
the tuple template. A snapshot of the semantic template on-
tology is given in figure 1 . The tuple template has the “has-
DegreeOfMatch” property, using which the user can specify
the type of matches that are acceptable. Using the “hasField”
property the user can specify the list of desired and undesired
fields. The “hasFieldWithGroup” property allows the user to
specify a “FieldGroup”, which is essentially a bunch of tu-
ple fields. Template matching is done by posing queries to
the reasoning engine. The following sequence of steps is per-
formed for every “TupleField” of the tuple template:



Exact Match

Tuple Template /;W‘ MatchDegree
TemplatePluggedinTuple

TemplateSubsumesTuple

rcquh»@

Figure 1: The ontology of the tuple template

. The first step is to find an exact match, which occurs
when a tuple and a template are equivalent [DL]. In our
prototype, a template is considered equivalent to a tu-
ple if all the “TupleField” properties (including the “De-
siredField” and “UndesiredField” properties) specified
by the template “exactly match” the description of a tu-
ple. If no match is found further matches are carried
out based on the preferred “hasDegreeOfMatch” prop-
erty specified by the template.

. If the preferred degree of match has the value “Tem-
platePluggedinTuple”, all templates that are subsumed
by tuples are considered as valid matches.

. The “TemplateSubsumesTuple” degree accounts for
cases where a template subsumes a tuple.

. If none of the aforementioned cases are satisfied then the
match results in a failure and no tuple is returned.

At each step a weight is assigned to every tuple that gets
selected, based on its degree of match. If an undesired field
is present in the tuple, then there is a clash of interest and the
tuple is assigned a negative weight. After processing all the
tuple fields in the template the tuple with the highest weight
gets selected.

In order to demonstrate the working of the Semantic Space
infrastructure in pervasive environments we used the Vigil
framework to create clients and services. To enhance the util-
ity of our system, we introduce three specialized agents that
reside on the Semantic Space: Tuple Recommender Agent,
Task Execution Agent and Publish Subscribe Agent. These
agents make use of two extensions of the SemanticTuple
namely, ServiceTuple and ObjectTuple. A ServiceTuple is
used to advertise services on the Space, whereas an Object-
Tuple is primarily meant for the Publish-Subscribe Agent.
TuPLE RECOMMENDER AGENT: Clients register their in-
terests with this agent to get notified of all service tuples that
match their interests. The interest is specified by the client us-
ing a pre-defined ontology. The agent unburdens the client by
handling user movement and disconnections that occur due to
varying QoS.

TASK EXECUTION AGENT: This agent is closely integrated
with the Vigil infrastructure. Clients register atomic or com-
posite Vigil tasks with this agent, and the agent tries to ex-
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Figure 2: Semantic Tuple Space with specialized agents.
A mobile client communicates with the space directly, or
through agents.

ecute the registered tasks on behalf of the client. The client
specifies the task using an ontology with control constructs
such as “Sequence”, “Concurrent” and “Unordered”. The
user can also specify the start time and stop time of an atomic
task for tasks that do not require immediate execution.
PUBLISH-SUBSCRIBE AGENT: This agent dynamically de-
livers data/events to subscribed users. In addition to the
sharable data, the published object tuple contains a list of
subscribed users and a semantic description to describe the
content of the object. The agent polls the space periodically
to look for tuples that a user in its domain is subscribed to.

Semantic inferencing was done using RACER. The main
difficulty we faced with RACER was that it created a new
Knowledge Base for every DAML+OIL file, which makes it
difficult to load additional files specified in the namespace.
However, it works very well with DAML+OIL because it has
built-in constructs for description logic languages. The infer-
ence classification provided by RACER is particularly use-
ful for deducing the class of a tuple. Similar to a rule-based
expert system’s forward-chaining mechanism, RACER sup-
ports a publish-subscribe mechanism. This feature is partic-
ularly useful when performing operations like “notify”. The
“notify” of a tuple space directly maps to RACER’s publish-
subscribe mechanism.

In the future we plan to introduce semantics to express
the functionality of methods. We would also like the Task-
Execution agent to use a planner to execute composite tasks.
Security can be enhanced by using the DAML+OIL policy
ontology.
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AbStI’aCt Task Ontology Domain Ontology

We are developing a framework for interactive
composition of services that assists users in sketch-
ing their task requirements by analyzing the seman-
tic description of the services. We describe the
requirements that an interactive framework poses
to the representation of the services, and how the
representations are exploited to support the interac-
tion. We also describe an analysis tool that takes
a sketch of a composition of services and gener-
ates error messages and suggestions to users to help

Reserve.Car-given. Arrival.

them complete a correctly formulated composition Dol = _
of services. [oenion | [errcumona | [reweme | .. . par rlaion
rrrrr : data type of inputioutput
executable aperations parame! ters
1 Introduction Figure 1: Task Ontology and Domain Ontology.

Existing approaches to generate compositions automatically
are Iimi_ted in their use when explicit goal descriptions areg used suggestions.
not available and when users want to drive the composition
process, influencing the selection of components and theE h
configuration. The goal of our work is to develop interactive Approac
tools for composing web services where users sketch a con®ur approach is to provide strong user guidance through con-
position of services and system assists the users by providirgiraint reasoning, as described above. First we take defini-
intelligent suggestions. tions of services and analyze relations between service oper-
Interactive service composition poses additional chalations in the composition sketch based on their input and out-
lenges to composing services. Users may make mistakes apdt parameters. We then detect gaps and errors from the anal-
the system needs to help fix them. Also, user’s input is ofterysis including missing steps, missing connections, incom-
incomplete and may even be inconsistent with existing serplete steps, etc. Finally we produce suggestions based on the
vice descriptions. In order to help users in this context, weproblem type and context. In performing the analysis, we as-
have developed a framework for providing strong user guidsume a knowledge rich environment where services and their
ance by reasoning on the constraints associated with servicexperations are described and related in terms of domain ob-
The framework is inspired by our earlier work in KANAL to jects. (We are investigating some ways to exploit existing on-
help users construct process models from pre-defined comptslogies that are available on-line.) Currently we are exploit-
nents that represent objects and evékitm and Gil, 200]. ing two types of ontologies: domain term ontology and task
In our previous work, we have built a tool that performs ver-ontology. That is, data types are represented using domain
ification and validation of user entered process models bybjects, and their task types are defined in terms of their in-
exploiting domain ontologies and event ontologies. In thisputand output data types. Figure 1 shows such ontologies that
work, we take simple service descriptions (in WSDL) andwe are using in a travel planning domain. For example, a task
augment them with domain ontologies and task ontologiesype Reserve-Car-given-Arrival-Time-&-Arrival-Airportrep-
that address various constraints in the domain. Our analysiesents a service operation that has Arrival-Time and Arrival-
tool then use these ontologies in examining user’s solutionéiport as the input and Flight-Info as the output. Its parent
(i.e., composition of services) and generating error messagd®eserve-Car-given-Time-&-Location represents a more gen-
and suggestions to correct the errors. We believe that as oeral class of operations including Reserve-Car-given-Arrival-
tologies become richer, the tool can provide more direct andime-&-Arrival-Airport. Note that because the system has
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an ontology of operation types that describes high-level task
types as well as specific operations that are mapped to ac
tual operations, users can start from a high-level description
of what they want without knowing the details of what opera-
tions are available. We often find that users have only partial
description of what they want initially, and our tool can help
users find appropriate service operations by starting with a
high-level operation type and then specializing it.

The tools we built is called CAT (Composition Analysis
Tool). CAT's analysis is driven by a set of desirable properties
of composed services. Given a sketch of a service composi:
tion and a user task description (i.e., a set of initial input and
expected results), CAT checks if (1) all the expected results

Depart-time [— | Flight#
Reserve-
Depart-city] ——| Flight Airline

Arrival-cify —

Unprovided-data: Arrival-Time of Airport-Car-Rental: Depart-Time
2. Add Get-Depart-Time-&-...-given-Airline-&-Flight-Number (Flight- Tnfo) —
and link it to the Asvival-Tise of Flight-TInfo Flighet ] p; Arrival: Time
2. 4ad... Flight-
Unprovided-detn: Airport of Airport Car-Rental: Airline | Info Depart,
2. Add Get-Depart-Tinse-&-...-given-irline-&-Flight-Number (Flight-Info) Aprival-
Airport

Unused-data: Airline of Reserve-Flight:
2. Add Get-Depart-Tinse-&-...-given-Airline-&-Flight-Number (Flight-Tnfo)
and link it to the Airtine of Flight-Tnfo
2.Add. ..

are produced, (2) all the links are consistent, (3) all the inpuEigre 2: Travel Planning: CAT finds errors and help users
data needed are provided, and (4) all the operations are eXgy them.

cutable (there are actual operations that can be executed). In
addition, it generates warnings on (5) unused data and (6) un-
used operations that don't participate in producing expected

results. Given any errors detected, CAT generates a set of
specific fixes that can be potentially used by the user. The

following shows the general algorithms.

e Checking Unachieved Expected Results
Detect problem: for each expected result, check if it is linked
to an output of an operation or directly linked to any of the ini-
tial input (i.e., the result is given initially).
Help user fix problem:
1. find any available data (initial input or output from intro-
duced operations) that is subsumed by the data type of the de-
sired result, and suggest to add a link

from the introduced operations, check if it is linked to an oper-
ation or an expected result.

Help user fix problem:

1. find any unprovided data or unachieved results that sub-
sumes the unused data type, and suggest to add a link.

2. find most general operation types where an input subsumes
the unused data, and suggest to add the operation types.

e Checking Unused Operation

Detect problem: for each operation introduced, check if its out-
put or any output from its following operations is linked to an
expected result.

Help user fix problem:

1. suggest to add a link to connect the operation

2. find most general operation types where an output is sub- Figure 2 shows a process of composing services for a travel
sumed by the data type of the desired result, and suggest fplanning. The user wants to reserve a flight first and then re-
add the operation types. serve a car based on the reserved flight. Currently two input
Checking Unprovided Data parameters of Reserve-Car operation, Arrival-Time and Air-
Detect problem: for each operation introduced, for each inputyort, are not linked yet. CAT points that both of them can
parameter of the operation, find if itis linked to any (€ither 10 he notentially linked if the Flight-Info operation is added in
::‘:I;)nﬁgae'r'?iﬁ’(u;r%rbtl‘;;?me output from introduced operations). e yeen, since it produces data on Arrival-Time and Airport
1. find any initial input data or output of operations that is Sub_(Depart-Alrport ar!d ArrlygI—Alr_port) given an Airline ahd a
sumed by the desired data type, and suggest to add a link. Flight-number. '_I'hls addition will also resolve the warning of
2. find most general operation types where an output is subnused data (Airline of Reserve-Flight). In this case, as the
sumed by the desired data type, and suggest to add the oper8ystem has richer ontology of trips so that the airport of the
tion types. Airport-Car-Rental actually means the Arrival-Airport, then
Checking Inconsistent Links the suggestions will become even more specific.

Detect problem: for each link between data types, find if the

type of the data provider is subsumed by the type of the con3  Current Status

SUmer. The currentimplementation of CAT has a text-based interface

Help user fix problem: . . .
1. find most general operation types where an output is sub.tor reporting errors and suggestions. We have applied CAT

sumed by the type of the consumer and an input subsumes tH8 COMPosing computational pathways to put together end-
the type of the provider, and suggest to add the operation typed0-€nd simulations for earthquake scientists where the prob-
lem is to analyze the potential level of hazard at a given site.
Checking Unexecutable Operation The preliminary tests show that CAT can help users formu-
Detect problem: for each operation type introduced, check iflate correctly formulated pathways by pointing specific ways
there is an actual operation of that type that can be performedto fix errors. Our plans for future work include development
Help user fix problem: of graphical user interfaces for CAT, dynamic generation of

1. find a set of qualifiers that can be used to specialize it anqask ontologies from service descriptions, and incorporation
suggest to replace the operation type with a more special ong¢ 5\ 1tomatic service composition approaches.
base on the qualifiers.

2. find the subconcepts of the task type in the task ontology

and suggest to choose one of them. References

Checking Unused Data [Kim and Gil, 2001 Jihie Kim and Yolanda GiKnowledge
Detect problem: for each initial input data type and the output ~ Analysis on Process ModelBroceedings of IJCAI-2001.
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Abstract

The research of nanotechnology is extended in
various domains, and each domain intertwines
with each other closely. The objective of our re-
search is to systematize fundamental knowledge
using ontology engineering to fill the gap between
materials and devices through establishment of
common concepts across various domains. We
also aim at building a creative design support
system using the systematized knowledge. In this
paper, we outline a prototype of a support system
for innovative nanotech-made device design
based on functional ontology and functional de-
composition tree which helps developers’ crea-
tive design processes.

1 Introduction

The research of nanotechnology is extended in various
domains, and each domain intertwines with each other
closely. Therefore, sharing the knowledge in common
among different domains contributes to facilitate research
in each domain through cross fertilization. In this back-
ground, the Structuring Nanotechnology Knowledge pro-
ject, which is a NEDO (Japanese New Energy and Indus-
trial Technology Development Organization) funded na-
tional project, has been carried out. The goal of the project
is to build a material-independent platform for supporting
development of innovative nano-materials. It is not a da-
tabase, a set of simulation tools or a knowledge base, but is
an integrated environment composed of structured
knowledge supported by advanced IT.

Among many factors, the authors have been involved in
building ontology of nanotechnology and its application to
knowledge systematization. The key issues of knowledge
structuring include how to harmonize different terminol-
ogies and viewpoints of the respective domains and how to
interface end users with the platform. Ontology of
nanotechnology plays a role of glue for seamless connec-
tion between different domains and between users and the
platform, since it provides us with a conceptual infra-
structure of nanotechnology and with a unified framework
in which functional knowledge for conceptual design of
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nanotechnology-made materials and devices and their
realization processes.

In this paper, we outline a prototype of a support system
for innovative nanotech-made device design based on
functional ontology and functional decomposition tree
which helps developers’ creative design processes.

2 A System for Supporting Creative De-
sign of Nanomaterials

Aiming at bridging required functions stated by engineers
in industries and basic functions (or quality) and at fa-
cilitating the creative design, systematization of function
achievement ways in a particular domain and development
of a support system of functional design of materials are
currently conducted in parallel (Figure.1).

2.1 Idea Creation Support by Providing
Alternative Function Achievement ways

In general, a function is achieved by performing multiple
sub-functions. For example, a function of incandescent
lamp “emit light” is achieved by sub-functions “apply a
current to a filament”, “the filament heats up”, and “emit
light”. The achievement is supported by a physical prin-
ciple and/or structure of the device or materials which is
conceptualized as Function achievement way. (In this
example, the principle is “radiation”.) The decomposition
is continued concerning each sub-function until it reaches
a basic function or quality of a material to eventually form

Requirement
specification

ﬂ Functional decomposition

Generic
Function achievement ways

Y S
"

Ontology for
Process, structure and function

Idea
creation
support

l

|
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Project-N

Ontology
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Ontology
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Material designer
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Figure.1. Idea creation support system for materials design



a function decomposition tree for each device/material. In
this way, the gaps between required functions and basic
functions (or quality) are bridged. There exist multiple
ways of functional decomposition so that the computer can
help device/material designers to help their design process
by giving possible alternative ways stored in a function
achievement way server.

2.3 Development of Functional Ontology
and Idea Creation Support System

We developed a functional ontology containing such con-
cepts that are used in describing requirement specification for
devices together with a set of functional decomposition
knowledge which bridges the gap between requirement
specification of a device and fundamental properties of ma-
terials.

Then we stored some common knowledge represented
based on the ontology in the ontology server and investi-
gated the performance of the ontology server. And we built
a creative design support system based on the functional

ontology and a formalism of functional decomposition tree.

It is considered as a prototype system for an intelligent

support system for designing nanotech-made materials.
Figure.2 shows a snapshot of the system. It supports the

user’s creative design process by the following steps:

&)
()

The system displays the lists of functions, and the user
selects one function as a requirement function

The system searches the function achievement ways
which can realize the selected function and show the
results.

The user selects an achievement way.

Then the system expands the functional decomposi-
tion tree based on the selection.

Continue functional decomposition of sub-functions

(3)
Q)

(&)

Our system is developed as a web-based application which
is connected our ontology sever. And we realized the
cooperation mechanism with other subsystems developed
by other group in our project and confirmed it works well
using the result explained in the item.
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Figure.2. a snapshot of Idea creation support system
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3.3 Advantages of Our System

The system supports the idea creation by allowing to re-
place alternative ways of function achievement, and the
user’s selection results are preserved. The selection from
alternatives is regard as an explication of design decisions
so that recording past design processes might be effective
to facilitate idea creation. Moreover, the function de-
composition tree is very useful to compare between past
designs. And it is effective analysis of patents because
improvement factors are expressed explicitly as the re-
placement of ways.

3 Concluding Remarks and Future work

In this paper, we summarized an idea creation support
system for materials design based on the functional on-
tology and a formalism of functional decomposition tree as
a part of systematization of nanotechnology knowledge
with ontology engineering. Improvement of the prototype
system through the applications to several examples with
augmentation of the ontology and knowledge is the im-
portant future work. It is based on the evaluation of them
and includes the following research items:

e Design of upper ontology for nanotechnology

o Augmentation of the function achievement way
knowledge for function decomposition tree building

¢ Improvement of the nanotech-ontology server.
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1 Introduction

The Semantic Web isavisionto simplify and improve knowl-
edge reuse and dissemination on the world wide web. Ef-
forts are underway to define the format and meaning of the
language of such a Semantic Web that could serve both hu-
mans and computers. The EU-NSF strategic workshop re-
port on the semantic web identifies 'the applications for the
masses such as intelligent personal assistants' as one of the
key applications enabled by the semantic web. Personal as-
sistants gather and filter relevant information and compose it
into a coherent picture with regard to the user’s preferences.
An intrinsic and important pre-requisite for a personal assis-
tant or rather any agent is to manipulate information avail-
able on the Semantic Web in the form of ontologies, axioms,
and rules written in various semantic markup languages. ;the
means of information gathering being centralized (event noti-
fication services) or de-centralized (peer agents).In this paper,
amodel architecture for such a personal assistant, that deals
with real-world semantic markup is described.

2 Personal Agents(PA) and the Semantic Web

As the amount of information grows on the web, the average
user is overwhelmed by the cognitive load involved in mak-
ing decisions and making choices. Our endeavour involves
delegating some of the tasks to the PA thereby helping the
user make better use of his time. We demonstrate this con-
cept using a talk natification service with a human and an
agent interface;an illustration of this concept is provided in
the figure below. The tasks performed by our PA involvein-
formation filtering and filtering through peer collaboration.
The PA has a model of the user’s preferences expressed in
DAML+OIL[daml.org, 2001]. The use of DAML helps the
PA leverage semantic inferencing. The PA interacts with the
user using M S Outlook Calendar and schedul estalks based on
criterialike user'sinterest in the talk, user’'s availability, and
recommendation from peers. The PA makes use of a host of
third party services that aid the agent in its decision making.
These third parties are wrappers that convert unstructured in-
formation on web pages (like mapquest) to structured factsin
the agent’s KB. We fedl that in the near future more and more

*This research was supported in part by DARPA contract
F30602-97-1-0215.
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services will be offered that cater to machines rather than hu-
mans. We use DAML+OIL as the inter-lingua for communi-
cations among PAs and between agentsand service providers.
We have used the JADE agent framework to build our agents.
Please refer to the extended version of this paper® for amore
detailed description.

Xtalks
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l FIPA Request
! Response Protocol -
i Mapquest Agent
1
! .
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Perindic 12
werying FIPA Request
: H - Response Protocol
| Xtalks Agent
1
1 \
1
1
1
" ity

1 - Xtalks Announcement .

2 - User Agent Personal =

Soliciatation N Agent (1) A L

s | N
3 —Buddy List L, SEeEG .
.
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Personal

Personal
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Figure 1: Multi-Agent Scenario and I nteractions

3 Reasoningin PAs

We use the Java Expert System Shell (JESS) for stor-
ing knowledge and inferencing. The PAs beliefs of
the world are stored as VSO triple-based facts in JESS.
DAML Jessk B[Kopenaand Regli, 2003] provides a set of ax-
iomsthat are used for reasoning over RDF[ L assilaand Swick,
1999] and DAML+OIL[w3.0rg, 2001]. As new facts are en-
tered into the KB, rules corresponding to these axioms fire
and new facts are asserted into the KB. Thisis the mechanism
for inferencing in our PAs. Apart from the DAML axioms,
user's preferencesare al so expressed asrulesin JESS. Certain
rules also fire off events that are captured and an appropriate
indication is made to the user. For example, when al condi-
tionsfor scheduling atalk are met and the corresponding rule

http://users.ebiquity.org/docrepos/2003/paper/Persona Agents-
| SWCO3.pdf



fires, this event is captured and the Bridge2Java API is used
to schedule the talk in the user’s Outlook Calendar.

4 Interaction with Peer PAs

The PA aso has an implicit module that enables it to interact
and collaborate with peer agents. The PA, on receiving the
talk notification, consults a list of PAs that are regarded as
buddies. A FIPA-ACL[FIPA, 2000] message is sent to peer-
PAsand as per the query-ref FIPA interaction protocol, the PA
receiving the message is obliged to send back a reply. The
content of these messages are DAML+OL assertions. The
peer PAs are determined through a buddy-list that the user
maintains. We also have developed a discovery mechanism
for discovering buddies. Our mechanism makes use of a pop-
ular search engineto locate the homepage of the owner of the
peer agent. Inspite of the vast size of the web, it iseasy for a
search engine engineered to index billions of pages to locate
the homepage of a person with reasonable web presence. For
the sake of simplicity, werefer to the person initiating the dis-
covery as the user and the person being located as the owner.
A HTML META tag in the homepage points to the owner’'s
profile in DAML. The profile among other things includes
the location (ip:port) of owner’s agent. A FIPA subscription
request is sent to the owner’s agent. The owner’s agent on
receiving the request sends its owner an email. This mail is
in the form of a HTML with embedded scripts. The e-mail
contains user’s details and hyperlinks to capture the owner’s
decision. Inresponseto the owner’sresponse a corresponding
FIPA inform message is sent back to the user’s agent which
might/might not update the buddy list based on the owner’s
decision.

An agent can also pose queries to peer agents. We have
developed a querying mechanism that uses a combination
of DAML Query Language(DQL)[DQL, 2002], JESS def-
queries and FIPA agent communication protocols. DQL en-
ables us to describe queries in DAML, and FIPA protocols
provide the transport mechanism for the queries by defining
the interaction between the agents involved. The query is
framed as a set of PSO triples with unbound variables and
sent to one of the buddy agents as a FIPA query-ref mes-
sage. The receiving agent on receiving the query, converts
the triples into a JESS defquery and fires it in its KB. The
triples acquired by firing the query are packed into multiple
FIPA inform-result and sent back to the querying agent. For
more information on DQL and our extensions to it, please
refer[Sheshagiri and Kunjithapatham, 2003].

5 Trust and Privacy in PAs

The PA possesses awide range of knowledge including some
persistent data and dynamic data acquired through notifica-
tion services, interaction with peers and reasoning performed
at various stages. Such information could be of great use to
the peer PAs and henceit would beworthwhileto shareit with
interested parties. While interacting with a peer for sharing
information, the PA will have to determine if the requested
information exchange can be shared. It may be impossible
for the PA to come up with a decision emulating it's user's
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choice of action in such situations; but, we believe that asim-
ple and straight-forward mechanism to determine the credi-
bility of the requesting party and the nature of information
requested would help the PA to take a user desirable decision.
We describe below a mechanism that we propose:

In our model architecture, the datain the PA's Knowledge
base is categorized as sharable, non-sharable or sharable
with the user’s consent. Personal information, past appoint-
ments and class scheduleinformation of the user are classified
as sharable facts. Non-sharable facts consists of confidential
information. Facts such as the current location, future ap-
pointments etc. are categorized as facts sharable with user’s
consent. The PA on receiving a query responds based on the
type of information requested. If the information is catego-
rized as sharable with user’s consent, the PA sends a mail to
its user about the request and replies according to the user’'s
response.

Additional rules based on the user’s relationship with the
requestor and the requester’s role are also defined. To en-
able the PA to identify the appropriate rules to execute, we
have come up with a set of rules to identify the order of thier
execution. Some of the implemented rules based on the rela-
tionship with the requestor are as follows: (1)If the requestor
is a friend and not a family member - share only informa-
tion marked as sharable. (2)If not a friend/family member but
Advisor- share SSN, scheduleinformation. (3)Peer agentsbe-
longing to family members have access to all information A
cache component has been designed to keep track of rejected
gueries, and to allow the PA to determine the urgency of the
query, possibly based on the number of times the PA got the
same query.

6 Conclusion

We have demonstrated a Personal Agent application that
leverages the capabilities of semantic web languages and
agent technology to perform some of the user’s tasks. Au-
tomation achieved through applications like this can help the
user manage hig’her time more efficiently.

References

[daml.org, 2001] DAML+OIL Specification daml.org.
http://www.daml.org/2001/03/daml+oil, 2001.

[DQL, 2002] DQL. Daml query language
http://www.daml.org/dql, 2002.

[FIPA, 2000] FIPA. http://www.fipa.org/, 2000.

[Kopena and Regli, 2003] Joe Kopena and William Regli.
DAMLJessKB: A tool for reasoning with the semantic web.
|EEE Intelligent Systems, 18(3):74—77, 2003.

[Lassilaand Swick, 1999] OraLassilaand Ralph Swick. Resource
description framework model and syntax specification
http://www.w3.org/rdf, 1999.

[Sheshagiri and Kunjithapatham, 2003] Mithun Sheshagiri and
Anugeetha Kunjithapatham. A fipa compliant query mechanism
using daml query language (dql)
http://www.cs.umbc.edu/ finin//papers/dglfipa.html, 2003.

[w3.org, 2001] DAML +OIL Reference Description w3.org.
http://www.w3.org/tr/daml +oil +reference, 2001.



Ontology based chaining of distributed Geographic I nformation Systems

Rob Lemmens

Department of Geo-information Processing
International Ingtitute for Geo-information Science and Earth Observation (ITC)
P.O. Box 6, 7500 AA Enschede, The Netherlands
e-mail: lemmens@itc.nl

1. Geographic Information Systems as com-
ponents

For the last decade, Geographic Information Systems (GIS)
have provided planners and geo scientists with tools to
analyse, maintain and present geo spatia information
(information that is, in one way or the other, referenced to
the earth surface). In the early days of GIS, its software
systems were sold as monalithic systems. As the software
became more mature, the systems were offered as modules
containing a module with basic functionality and a variety
of plug-in modules with extended functions. Main software
producers came to realise that specific users who wanted to
customise their systems needed a development environment
with smaller system building blocks (components).

Today, aproduct like ESRI's ArcObjects provides the
software elements to create an entire GIS. However these
building blocks in themselves do not provide executable
GIS analysis capabilities, they have to be assembled by a
programmer. Unfortunately, these GIS ob jects are of little
use to the common GIS end-users whose interest is to apply
certain common GIS processing functions to give solution
to their geographic problems. GIS applications can be
characterised by the wide variety of datasets (themes and
data structure) and the often complex, but reusable
operation-data chains. Many GIS applications, in particular
in environments that require ad hoc queries, can grestly
benefit from the use of interoperable components. To enable
on demand component chaining we need data components
and software components that are well defined and well
described in terms of functionality, together with a user
interface that facilitates the user-interpretation of these
descriptions. Component-based applications have been
around for some time, but their deployment in GISis till in
its infancy. This can be explained by the fact that GISs have
to deal with complex (spatial) data types and software
manufacturers tightly couple their functional parts with
internal data structures.
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2. Supporting data-operation connectivity, a
multi-layer approach

In order to construct a component chain, users seek for
meaningful combinations of data and process components.
The term meaningful can be interpreted on different
abstraction levels of connectivity between data and
operation and depends on possible other requirements in the
component chain. For example, suppose we want to
calculate the shortest route between two house addresses
and we make use of a chain of distributed operations. There
can be different reasons why atypical GIS operation such as
an address matcher?, as first part of the chain, would not
meaningfully operate on a certain address dataset. First the
address matcher may use only street names (and no house
numbers) as reference entities. Thus the geographic
resolution is not appropriate for this component chain.
Further the, address matcher may output the coordinatesin a
coordinate system that is unknown to the subsequent
components of the chain. Generally speaking, we can
distinguish three levels of abstraction, namely conceptua
model, data structure and data format, where connectivity
appears on al three levels. In this layered approach an
address appears respectively as a concept (meaning of an
address as interpreted by the information provider), its
representation in a database as field(s) and the actua field
values as output in astring or file.

In a more generalised geographic point of view, the
address is a possible absolute location of a phenomenon as
depicted in figure 1 In order to identify the connectivity
between an operation and a dataset, we need descriptions on
these different levels. Whether descriptions are needed on
all levels depends on the context of the component chain.
For example, if we would like to convert a dataset from one
geographic coordinate system to the other, we do not need
to know whether we deal with street features or houses
(information at the conceptual level). A mediator identifies

1 An address matcher finds the location coordinates (e.g. X,Y) of
an address (street address with or without house number).



potential connectivity, based on dataset and operation
descriptions, referred to as metadata (see figure 2).
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character | character
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topology)

Figure 1. Generalised conceptual data model of a
phenomenon in geographic space.
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Figure 2. Connectivity layers and metadata, after
[Lemmens et al., 2003]

3. Therole of geo ontologies

Descriptions of data and operations have to be measured
against a reference frame of known artefacts and for the
sake of automation such a reference frame must rely on
machine processible information.

Reference framework topic | Starting points

Geographic coordinate EPSG classification [EPSG,
systems 2003]

Atomic and composite 1SO 19119 [1SO, 2002
operations

Location identifiers of This research

geographic phenomena such

as address

Geodata structures Geography Markup

Language [OGC, 2002]
Thematic types of geodata Domain specific taxonomies,
(e.g. land use classification) e.g. CORINE land-cover
classification [Bossard et al.,
2000]

Table 1. Reference frame topics for geo ontologies

Currently, the emerging Semantic Web provides severd
techniques to handle such reference frames with XML based
ontologies. Table 1 indicates important reference frames for
geo-information based processing that are partially existent,
however not implemented yet in processible ontologies.
This research has initiated the creation and testing of a
limited address ontology as partly depicted in figure 3.

street name O <\Ohouse address

house numbe ’
\ city

postal code ©)
address
o component
{ (@)

country o root concept

Figure 3. Graphic representation of a part of the address
ontology

The address ontology is used in a natural disaster event
scenario where multiple users reed to identify the danger
zone around their current location by providing an address.
Depending on the kind of address they provide (e.g. with or
without house number) a dedicated address matcher is
selected. In the descriptions of the address matching
components, the address ontology is referenced in RDF
triples giving a conditional statement that clarifies which
addresstypeis used.
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1 Introduction
The authors reflect on the type of processing
model that might combine the analytical
advantages of the human mind with the
computer’s potential for statistical calculations.
They depart from a subjective,
multiparadigmatic  consideration of semantic
problems in order to approach pragmatic problems
in Knowledge Organization from Web
Information Systems.

2 Structural Components of

Information Processing

On the basis of the similarities between
argumentation and the automatic processing of
knowledge, they attempt to relate syllogistic
deductive reasoning with information
interpretation schemata in such a way that an
Integrated Model for Knowledge Management
from Web Information might be developed. It
would locate information by virtue of its
significance, in view of the concepts defined by
the user or extracted from a given Knowledge
Database (e.g. hyper textual ontologies).

Computer comprehension of natural language
means bi-directional communication. It leads
researchers on a more complete background study
of the linguistic levels of the text (morphological,
syntactic, semantic or inductive) and of the
conceptual techniques that detect pragmatic
considerations (heuristic or inferential). Yet this
communicative process presents two fundamental
problems: one is the ambiguity of natural
language; and the other, the lack of powerful
“model interfaces” to translate the query from
human natural language to the computer system
languages [Gaizauskas et al., 2001].

With the arrival of more powerful computers
and big corpora in digital format, novel
approaches to Documentary Content Analysis and
to Scientific Discourse can be seen. Most new
models revolve around the automatic extraction of
different linguistic forms according to their
representative multi-functionality: simple
morphemes, nominal or phrasal syntagmas, or full
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paragraphs. There have even been attempts at in-
depth semantic analysis to locate, through other
documents, related knowledge not contained
explicitly in the fragments of the original text, by
means of the statistical study of the associative
relationships among concepts, or “cross language”
[Foltz et al., 1998].

Noteworthy, among the statistical approaches
to the semantic analysis of discourse, is Latent
Semantic Analysis (LSA) [Deerwester et al.,
1990]. Its effectiveness has been contrasted by
psychometric tests. This variant of Vectorial
Space uses large frequency matrices for
documentary representation, and applies matricial
decomposition and dimensional reduction to the
term-document vectorial space (by associating
descriptors to the most meaningful passages of
texts). The units of information are compared to
one another in order to determine the factor
analysis (correlation meaning) on the basis of
synonymous, antonymous, hyponymous, plural,
etc. terms that may be used in a similar way in
different contexts. Thus, LSA derives contextual
occurrences from the automatic affinities of
reading and from superficial literal co-reference,
through mechanisms analogous to those of the
contextual analysis of users.

3 Integrated Model for Knowledge
Management from Web Information

The proposed Integrated Model for Knowledge
Management from Web Information uses slightly
structured associative networks to represent
information, while a general and multivalent
system of ontologies is used for its organization.
The framework for applying the model would
harmonize the information system with user
preferences, by means of the development of
powerful conceptual tools integrated in user
interfaces.

1) According to Kintsch [Kintsch, 1988],
meanwhile, this type of fixed structure is not
flexible enough to adapt quickly to the demands of
a contextualized documentary setting in constant
evolution.



The system for representing knowledge he
proposes is an associative neuronal network with a
minimum of organization: nodes of concepts or
fragments of the original text, with no pre-
established structure, enriched by feedback from
the context of the task at hand. “The arguments of
a proposition are concepts or other propositions”.
This implies that the latter are not expressly
defined in an ‘ad hoc” knowledge database;
rather, their meaning may be elaborated on the
basis of their position in the network. The
immediate associates and semantic neighbors of a
node constitute the nucleus of its meaning, so that
the full meaning can only be arrived at by
exploring a node’s relationships with the rest of
the nodes of the network [Haenggi and Kintsch,
1995].

In this context, Latent Semantic Indexing
(LSI) can be proposed as a model for representing
meaning, understood as the semantic content of
the documentary terms —in addition to its utility
as an automatic tool for analyzing the semantic
content of digital documents, the aforementioned
LSA. This model allows, the generator using
one’s mental model, applying newly pruned
conceptual structures in the context of each
application, stemming from the main structural
network.

What they are proposing as a framework for
the representation of information is a set of
slightly structured associative networks in which
the conceptual units represented by nodes would
be semantic entities, and the relationships
represented by links would be associations of
entities [Chung e al, 1998]. In hybrid systems
like this, knowledge databases would be treated as
text collections linked among them by means of
indexing, supported by the Ontological
Organizational Space proposed in the following
section.

2) Otherwise, they challenge for an
organizational structure of information based on
specialized ontologies (designed from the
knowledge databases of the different areas) that
link with the specific questions in the area dealt
with. Serving as an architectural model for the
organization of information knowledge and as a
way to improve the precision of documentary
organization and retrieval. Knowledge can be
represented by the use of associative networks and
the concepts of the ontology [Baclawski et al.,
2000].

Just as Web technologies have a tremendous
impact in the dispersion of information, they will
necessarily influence the development of specific
ontologies for the organization and retrieval of
knowledge. Given the diversity of information
sources on the Internet, a system of ontologies
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between Web sites should be very general and
multivalent at its first hierarchical level. That is, it
should incorporated in a Dynamic Super-ontology
Space in permanent evolution, stemming from
numerous sub-ontologies, each adapted for
survival in its usual area of work.

4

The development of an Integrated System of
Organization Knowledge implies analyzing and
describing user needs in a way that helps specify
the tasks assigned to the system.

The foremost of these tasks 1is the
interpretation of the natural language used in the
search equations, as it may contain terms that are
ambiguous or imprecise, and therefore difficult to
translate to a system-controlled language.

Secondly, because the documents must be
located within the Documentary Hyperspace, the
system should feature varied modes of manual
interaction (e.g. through plausible inference),
supported by precise rules for the means of
visualization, manipulation and application of data
(defined at the ‘core” of the Al system).

Third, the results must be presented to the
user in the same way that interpersonal
reporting/feedback takes place in problem-solving
—with a reliance on representational structures
of discourse and various levels of natural language
processing procedures.

Frame of Introduction
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1 Introduction

Multimedia content understanding is expected to play an
important role in the future of the Semantic Web. For in-
stance, many image retrieval engines are currently under
development. Many of these systems limit their recog-
nition mechanism to low-level image descriptors which
are far from semantic notions. On the other hand, other
types of system only rely on human annotations [Von-
Wun et al., 2002]. We propose an intermediate approach
to image understanding. Our approach stems from the
fact that experts (e.g. biological and medical experts)
of a specific domain often use and share a generic visual
vocabulary to describe objects of interest. This paper in-
troduces a domain-independant visual concept ontology
which is used as a guide for describing the objects of a
domain of expertise. This ontology driven description is
planned to support automatic recognition based on im-
age processing techniques. Section 2 of the paper gives
an overview of the proposed approach. Section 3 is ded-
icated to a presentation of a visual concept ontology. A
knowledge acquisition tool is introduced in section 5. We
finally conclude and present our future work in section
6.

2 Ontology Driven Knowledge
Acquisition

In many application domains, concepts of the domain
can be structured as a hierarchy of classes with their
associated subparts. For instance, this approach is used
for organizing knowledge about medical pathologies or
biological organisms. This knowledge is shared by the
experts of the domain. When describing images, experts
also use usual visual notions. To ease knowledge acqui-
sition, we propose a visual concept ontology based on
these shared visual notions. The knowledge acquisition
process we propose is described in fig. 1. The resulting
knowledge base is to be used by a knowledge-based im-
age understanding system [Maillot et al., 2003)].
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Knowledge
Acquisition

Knowledge
. Base
Visual Concept
Ontology

Fig. 1. Knowledge Acquisition Process

Domain
Knowledge

3 Visual Concept Ontology

We propose to use a visual concept ontology which is di-
vided in three main parts : (1) spatio-temporal concepts,
(2) color concepts, (3) texture concepts.

3.1 Texture Concepts

This branch of the ontology is based on experiments per-
formed by the cognitive science community. The hierar-
chy presented in fig. 2 is the result of a statistical study
on the perception of texture images.

3.2 Color Concepts

The ISCC-NBS! color dictionary contains three types
of color notions: twenty-eight hue concepts, five light-
ness concepts (Very Dark, Dark, Medium, Light, Very
Ligth) and four saturation concepts (Grayish, Moder-
ate, Strong, Vivid). Note that some color concepts can
be combined. For instance, the concept Brillant is defined
as the conjunction of the concepts Light and Strong.

3.3 Spatio-temporal Concepts

This part of the ontology provides concepts for describ-
ing objects from a spatio-temporal point of view. It is
composed of geometric concepts (e.g. Circular Surface,
Line) and RCC-8 spatio-temporal relations.

3.4 Context Description

Providing information on the acquisition conditions is
necessary to maintain knowledge coherence. For in-
stance, microscopic objects appearance depends on the
sensor used for observation. Different context concepts
(e.g. sensor, illumination conditions) are used to contex-
tualize visual description.

! Inter-Society Council-National Bureau of Standards



2 Texture Concept

Regular Irregular
texture Texture
Smooth ~ Weaved Oriented Periodic Granulated  Marbled  Veined 3D
texture  texture  texture texture texture texture  texture  Texture
Linearly  Circularly
Oriented Oriented

Texure Texure

Fig. 2. Texture Concepts

4 Knowledge Representation

Knowledge representation is based on the formalism
of a Description Logic. DAML4OIL is used for im-
plementation. A domain object is described through
four relations respectively for hasForSpatio TemporalDe-
scription, hasForTextureDecription, hasForColorimet-
ricDescription and hasForDescriptionContext: (1)has-
ForSpatioTemporalDesc, (2)hasForTextureDesc, (3)has-
ForColorimetricDesc, (4)hasForDescContext. A descrip-
tion logic is used to structure the concepts provided by
the visual concept ontology:

C;=C;n (3 7isASubpartOf”.Cy,)
M (3 "hasForSpatiol emporalDesc” .CspatioTemporal, )
M (3 ”hasForTextureDesc” .Crezture, )
M (2 "hasForColorimetricDesc” .Cooior,)
M (3 "hasForDescContext” .Coontert,)

This means that C; is a subclass of C; and a sub-
part of C}. The relations hasForSpatio TemporalDescrip-
tion, hasForTextureDescription, hasForColorimetricDe-
scription, hasForDescriptionContext are respectively re-
stricted to Concepts CSpatioTempo’rala 5 CTeztuTe;, ) CColorc )
CcContexty- The powerful expressiveness of description
logics allows to define ClspatioTemporalss CTeztureys
Ccotor,s CContert, as unions or intersections of different
concepts provided by the visual concept ontology.

5 A Knowledge Acquisition Tool

We have implemented a knowledge acquisition tool
called OntoVis ? composed by three main modules. (1)
Domain knowledge acquisition, (2) Ontology-driven vi-
sual acquisition, (3) Image example management. We
have used the JAvA language to build this tool. The Jena
toolkit ® is used for knowledge acquistion and ontology
management.

5.1 Domain Knowledge Acquisition

Our tool allows the expert to define domain objects hier-
archy (taxonomy). It is also possible to define a subpart
hierarchy (partonomy).

2 http: //www.inria.fr /orion/personnel /Nicolas.Maillot /OntoVis

3 http://www.hpl.hp.com /semweb/jena2.htm
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5.2 Visual Description

This module allows the ontology-driven description of
domain objects Currently, a list of visual concepts are
displayed to the screen in a symbolic manner. The user
is then able to select useful concepts for description.

5.3 Example Database Management

Whenever a domain object or a subpart is described with
visual concepts, it is useful to give examples of the visual
concepts used for description. For instance, the visual
concept Circular Surface can used to describe the shape
of a specific object. The user can provide images which
examplify the visual concepts. For subpart description, it
is also possible to select specific regions of interest in the
provided images. Once examples have been provided, the
symbolic description guided by the ontology is attached
to them.

6 Conclusion and Future Work

We propose an approach to knowledge acquisition for the
visual description of the objects from a domain of exper-
tise. Our approach is based on a visual concept ontol-
ogy. This ontology is used as a guide for describing tax-
onomies and partonomies of objects and their subparts.
A graphical tool is also proposed and allows knowledge
acquisition based on the visual concept ontology. Visual
concepts used during knowledge acquisition can be ex-
amplified. The advantage of using a visual concept on-
tology is to partially fill the semantic gap between the
image signal and domain concepts. Indeed, visual con-
cepts are close to image features which can be computed
thanks image processing techniques.

As explained in the previous section, visual concepts
are displayed in a symbolic form. We are planning to
display them in a graphical way: In particular, spatio-
temporal visual concepts should be manipulated with a
drawing tool. The important point is that every visual
primitive drawn should remain semantically anchored.
Texture and color concepts should also be represented
in a graphical and user-friendly way.

Our goal is to fill the gap between image features and
visual concepts used during knowledge acquisition. We
are currently experimenting machine learning techniques
to achieve this goal.
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On top of the famous “layer cake” [5], we have a trust layer.
Anyone can say anything on the Web; therefore without trust
we can not decide which statement we should believe. Trust
is an important factor to utilize Semantic Web fully.

However, we have no prominent proposals for the trust
layer yet. This paper describes our view toward realization
of trust and one approach to build a trust network using a
Web mining approach.

I ntroduction

2 Local Trust Network

For realizing trust on the network, some research focuses on
authentication, access control, and delegation by digital sig-
nature. Using a digital signature to RDF statements, we can
verify that a certain person wrote them. However, even if we
verify the author, how can one verify the author’s reliability?
information on the Web, how can you know the information
is written by a Therefore, it is important to argue whether the
source of information is reliable and credible aside from au-
thentication techniques.

The physical world already offers a “web of trust”; it is a
kind of social network. I trust one of my friends, therefore
I also trust a person introduced by that friend. I trust a com-
pany by the reason that one of my patronized companies deals
with that company. In this way, our social network works
well to assess trustworthiness. Such a mechanism is likely to
work well on the Semantic Web, too. Especially, the trust-
worthiness of persons is important because web resources are
usually created by a group or person. Usually, if a person is
reliable, what he writes is also reliable.

However, a person usually has many friends, partners, and
acquaintances. According to social scientists, a person can
name 200 to 5000 people with no aid [1]. It is overwhelm-
ingly demanding to write down all the relations that one has.
To make matters worse, such relations are dynamic. New re-
lations appear every day, and old relations weaken gradually.
The degree of relation will change over time.

To tackle this problem, two solutions can address that prob-
lem:

e Focus only on important relations: For example, permis-
sion to access confidential files would only be given to a
couple of close friends. However, this network will be so
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sparse that it might not work well to judge the reliability
of a person and a resource.

e Alleviate the cost to write down relations: If everyday
software (e.g., mailers, browsers, schedulers and group-
ware) are equipped with a detector of relation to others,
we can automatically generate a list of persons that one
may trust. Alternatively, if we could extract a social net-
work from the Web through a Web mining approach, it
could be used as a surrogate for the “Web of Trust.”

This paper employs the latter option, especially, the Web min-
ing approach.

3 Social Network Extraction

There are many communities in a physical world and online:
students at a university, workers at a corporation, members
in an academic society, members in an interest groups, and
so on. This paper targets an acadeic society: the Japanese
Society of Artificial Intelligence (JSAI).

3.1 Invention of Nodes and Edges

We first pick up contributors to the last four annual confer-
ences (JSAI99, JSAI2000, JSAI2001, and JSAI2002) as ac-
tive members of the JSAI community. Each active member
of JSAI is considered as a node in a social network.

Next, edges between nodes are added utilizing Web in-
formation. Assume we are to measure the relevance of two
names ‘Yutaka Matsuo” (denoted X) and “Hironori Tomobe”
(denoted Y). We first put queries “X” and “Y”, respectively
to a search engine and get # X and #Y documents including
each word in the text. Also, we put a query “X and Y”, and
obtain #(X A'Y') matched documents. Relevance of “Yutaka
Matsuo” and “Hironori Tomobe” is approximated by some
relevance measure such as a Jaccard coefficient. We employ
the following one, where k is a constant.

#(ANB)

0

otherwise.

rel(z,y) = {

It is more useful if each edge has a “label” for the relation-
ship between two persons. We define labels (i.e., classes) for
each edge as follows:

e Coauthor: Coauthors of a technical paper



Figure 1: A part of the social network of JSAI.

e Lab: Members of the same laboratory or research insti-
tute

e Proj: Members of the same project or committee
e Conf: Participants in the same conference or workshop

We discriminate the relationship by consulting retrieved page
contents and applying classification rules. These rules are
obtained by a machine learning approach [4].

Figure 1 is a part of the social network of JSAI commu-
nity. A node is labeled as the corresponding participant name
(in Japanese), and an edge is labeled as “Coauthor”, “Lab”,
“Proj”, or “Conf™.

4 Representing Social Relation by RDF

The relation between two persons extracted from the Web in
the previous section is naturally expressed by an RDF state-
ment. A subject and an object are (URIs of) two persons; a
relation such as Coauthor and Lab corresponds with a predi-
cate.

Dan Brickley and Libby Miller invented an RDF vocabu-
lary, called FOAF (Friend-of-a-Friend), to create a social net-
work. A user creates one or more FOAF files on her Web
server and shares the URLs so software can use the informa-
tion inside the file[2]. FOAF provides a basic expression for
describing people, their basic properties, and the “knows” re-
lation. Jennifer Golbeck et al. extended FOAF so that a user
can express a ten-fold degree of trust to others [3]

Here we define new properties “Coauthor”, “Lab”, “Proj”,
and “Conf” as subproperties of “foaf:knows” property in our
RDF Scheme, shown in Fig. 2. A sample RDF using the
new properties is shown in Fig. 3. (“acsn” stands for “aca-
demic community social network.”) We must prepare an RDF
scheme that is appropriate to the community based on a sim-
ple expression such as FOAF because the necessary proper-
ties depend on a community,

5 Trust Calculation

Using the social network, we can obtain the “authoritative-
ness” of a node. It can be considered to represent reliability,
or in other words, social trust.
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<rdf : Property

rdf :about="'"‘http://www.carc.aist.go.jp/ y.matsuo/acsn/0.1/Coauthor’

rdfs:
rdfs:

label=""‘'Coauthor’

comment="'‘'A person coauthors with this person.’’>
<rdfs:domain rdf:resource='‘http://xmlns.com/foaf/0.1/Person’’/>
<rdfs:range rdf:resource='‘http://xmlns.com/foaf/0.1/Person’’/>
<rdfs:idSefinedBy rdf:resource="'‘http://xmlns.com/foaf/0.1/""/>
<rdfs:

</rdf :Property>

Figure 2: RDF scheme to describe the “Coauthor” property.

<rdf :RDF
xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:foaf="http://xmlns.com/foaf/0.1/"
xmlns:foaf="http://www.carc.aist.go.jp/ y.matsuo/acsn/0.1/">

<foaf:Person>
<foaf :name>Yutaka Matsuo</foaf:name>
<foaf :mbox>y.matsuo@carc.aist.go.jp</foaf :name>

<foaf :workplacehomepage rdf:resource="http://www.carc.aist.go.jp/">

<acsn:Coauthor>
<foaf:Person>
<foaf:name>Mitsuru Ishizuka</foaf:name>
</foaf :Persons>
</acsn:Coauthor>
</foaf :Person>%

Figure 3: Sample code of FOAF made from mined relation
from the Web.

We employ here a PageRank-like model to measure au-
thoritativeness of each member. Each node v has authority
value A,,(v) on iteration n. The authority value propagates to
neighboring nodes in proportion to the relevance to the node.

The top listed people by this algorithm are authoritative
and reliable in the JSAI community. However, authoritative
people are not always listed highly by our approach. This
results from their relative lack of information that is accessi-
ble online. Some people do not post their information online.
Especially, elder authorities tend to have produced many pub-
lications before the WWW achieved daily use.

6 Conclusion

This paper argues that local trust networks will eventually
produce a huge “Web of Trust.” We focus on the academic
community and show an algorithm to mine a social network
using a search engine and a machine learning. The relation
can be described in RDF using FOAF vocabulary. Further-
more, the relation is utilized to measure the authoritativeness
of members as social trustees.
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1. Introduction

Throughout a person's lifetime they may receive treatment
from many different healthcare providers and each of them
will store a piece of the person’s medical history. Having
that information available in a way that it could be easily
retrieved is important not only for the patient, but also for
research purposes. Each medical organization usually has its
own information system and even inside a single healthcare
organization, information tends to be distributed over
different departmental systems, with a particular
combination of software and hardware platforms. Besides
that, there is a large number of different medical
vocabularies that can be used to code the same health
information in different levels of granularity and for
different purposes. This inherently heterogeneous
environment makes the task of sharing healthcare
information a challenge to be met.

The representation of medical knowledge is not a trivial
task, since it is necessary to use a highly expressive,
platform-independent formalism that would allow several
scattered peers to communicate and exchange knowledge.
There is also need for a powerful query language to be able
to make complex queries over complex data.

Obviously, the need for data integration and knowledge
sharing does not exist only in healthcare and the Semantic
Web initiative has been addressing this problem with
standards like RDF (Resource Description Framework),
DAMLAOIL [Horrocks at al., 2001] and OWL (Ontology
Web Language). This paper presents our experience in using
the RDF and DAMLA+OIL standards for data integration and
knowledge sharing in healthcare. Our approach is to use a
representation of the UMLS [NLM, 2003] semantic network
in RDF/DAMLA+OIL as the basic ontology for medical
concepts and a deductive database system for inferring and
querying the knowledge base. As a test case, an ontology
was created for the Brazilian National Health Card data
interchange format, a standard for capturing and
transmitting health encounter information throughout the
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country. Since Brazilian health providers have to integrate
somehow their data to that standard, this ontology can be the
starting point of a huge distributed medical knowledge base.

2. Knowledge Representation and Sharing in
Healthcare

Standards for medical knowledge representation and sharing
have been subject of research for many years, but none of
the proposed standards reached a level of acceptance that
would allow sharing health information in large scale. One
of the reasons for that is the need of a very flexible and
powerful formalism that would allow capturing the
complexity of the medical field. The standards proposed by
the Semantic Web initiative, like RDF, DAML+OIL and
OWL are promising tools for addressing that problem.

There is a large number of medical vocabularies to code
information in healthcare. The Unified Medical Language
System (UMLS) is an effort of the U.S. National Library of
Medicine aiming at facilitating the retrieval and integration
of information from multiple biomedical information
sources. UMLS is probably the most comprehensive
ontology in healthcare, as it defines relationships among a
large number of different vocabularies. In order to have a
consistent basic ontology for sharing knowledge in
healthcare, as part of this work we created a representation
of the UMLS semantic network as a DAML+OIL ontology.
The  complete ontology can be found on
<http://www.tridedalo.com.br/2003/07/umls/>.

The Brazilian National Health Card project is an
ongoing project sponsored by the Brazilian Ministry of
Health aiming at creating an infrastructure for capturing
encounter information at the point of care and allowing for
the construction of the national repository of clinical data.
The system behind the health card stores clinical events and
has a multi-level architecture (local, regional, state and
federal). The system is in its pilot phase in 44
municipalities, and aims to hold information of fourteen
million patients, as part of the pilot-project. In order to



explore the knowledge base created for the Brazilian
National Health Card System and provide additional
semantics to the data handled by it, we propose a
DAMLAOIL ontology for that Project. This ontology can be
used not only to answer complex queries but also to help
healthcare providers with legacy systems to transform their
data into the Ministry of Health’s format. Using deduction
rules and the UMLS knowledge base, this can be
accomplished. The National Health Card ontology can be
found at http://www.tridedalo.com.br/2003/07/cns/.

The RDF statements created from the UMLS knowledge
sources and from the National Health Card System are the
basis for inferring new facts from healthcare organizations
database. In this work, our approach is to use a deductive
database to infer new facts and to answer complex queries,
as discussed in the next section.

3. Inference and query over knowledge bases:
the TRI-DEDALO system

In order to query and infer new facts from an RDF
knowledge base, it is necessary a query language and an
inference mechanism. Deductive Databases [Ceri at al.,
1990] are databases that provide all the services of a
traditional Database Management System and, additionally,
allow for deduction of new information using the data
explicitly inserted in the database. The deduction of new
facts is done by a set of deductive rules that are part of the
database schema.

TRI-DEDALO (TRIples, DEduction, DAta and LOgic)
is a deductive database that uses a Datalog language
extension as query language. The TRI-DEDALO query
language supports negation, aggregate functions, arithmetic
operations, disjunction, comparison, updating and fuzzy
reasoning. The main goal of the TRI-DEDALO system was
to build a deductive database to be used in real world
applications and the extensions added to the language are
essential to achieve that goal.

The TRI-DEDALO system has also features that allow
using RDF statements, or triples, as relations in the body of
the rule. Also, statements can be used in the head of the rule,
allowing, therefore for the inference of new statements.
Figure 1 presents a few examples of TRI-DEDALO rules.

Besides the query capabilities, the TRI-DEDALO
language allows to update the knowledge base, providing a
syntax to express insert, update and delete operations over
RDF statements.

The TRI-DEDALO system is implemented as an
additional layer to any relational database. The sentences
expressed in the TRI-DEDALO language are translated in a
set of SQL statements that are submitted to the underlying
database by the TRI-DEDALO server.

When an RDF or DAML+OIL document is loaded in a
TRI-DEDALO knowledge base, its statements are translated
in terms of tuples of the statement relation and deduction
rules. For example, a DAMLAOIL sameClassAs property
would be translated as:

stm(x, rdf:type, y) :- stm(x, rdf:type, z),

stm(z, daml:sameClassAs, y).

Translating a DAML+OIL ontology in TRI-DEDALO
rules, it is possible to use the knowledge expressed on the
ontology to answer to queries using not only the explicitly
inserted facts in the database, but also the derived
information inferred from these facts by the deductive rules.

(1) query(patient?x) :- statement(subject?x,
predicate?<http://sample.com#assignedDoctor>,
object?<mailto:smith@samplehospital.com.br>).

(2) patientsWithCancer(patient?x) :- statement(subject?x,
predicate?<http://sample.com#diagnosis>,
object?<http://sample.com#cancer>).

(3) xmlns:sh=<http://www.samplehospital.com.br#>.

patientsOlderThan18(patient?x) :-
patients(name?x, age?y) , y > 18.
query(name?y):-stm(s?x,p?sh:assignedDoctor,
o?<mailto:smith@samplehospital.com.br>) ,
stm(s?x, p?sh:name, 0?y),
not(patientsOlderThan18(patient?y)).
(4) xmlns:voc=<http://www.avocabulary.org.br#>.
xmlns:sh=<http://www.samplehospital.com.br#>.
stm(x, sh:diagnosis, voc:cancer) :-
stm(x, sh:diagnosis, y) , stm(y, voc:isa, voc:cancer).
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Figure 1. Examples of rules using statements in TRI-DEDALO.
(1) retrieves all patients that were assigned to Dr. Smith. (2)
retrieves all patients with a diagnosis of cancer. (3) declares the sh
namespace and has two rules: the first one retrieves all the patients
older than 18 and the second retrieves all the patients assigned to
Dr. Smith that are not older than 18. (4) derives new statements
stating that a subject x has a diagnosis of cancer if there is a
statement saying that x has a diagnosis y and y has a “is
relationship with the concept cancer.

)

a

4. Conclusions

Using a combination of ontologies and the TRI-DEDALO
deductive database it is possible to share knowledge in
healthcare in an efficient and flexible way. The process of
information integration starts with a health provider
mapping their information to the UMLS and the National
Health Card ontologies. Once this mapping is available, the
TRI-DEDALO rules can infer information such as semantic
equivalent concepts represented in different forms,
hierarchy of concepts and so on, achieving this way the
much needed semantic interoperability. In healthcare, a
highly heterogeneous, distributed and complex domain, the
possibility of sharing information can greatly improve the
quality of care.
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Cerebra Server and Construct: Usable Semantics for Domain Experts
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1. Introduction

Authoring for the HTML web has become the daily work
of many people, supported by standardized, easy-to-use
tools and methodologies. Authoring for the Semantic
Web [Berners-Lee et al., 2001] is a more difficult task,
requiring a formalization of domain knowledge in a
logically consistent format, to enable machine-
processing, while also being intelligible to knowledge
engineers and domain experts.

This paper describes Network Inference’s
combination of two Semantic Web technologies, both
utilizing W3C  recommendations, to accelerate
realization of the full potential of the Semantic Web for
business applications and end users.

Construct is an MS-Visio based modeling tool
for the graphical editing of ontologies. Cerebra Server is
an enterprise platform architected around a commercial
inference engine, originally based upon the FaCT
reasoner [Horrocks, 2000].

Together, they provide a modeling and
inference framework which has the logical reasoning
power of a Description Logic Inference Engine, but is as
simple to use as MS-Visio.

2. Cerebra Server

Cerebra Server is an enterprise platform, deploying a
Description Logic based inference engine with reasoning
support for the Semantic Web recommendation OWL
[McGuinness et al., 2003], more specifically for OWL-
DL. Cerebra Server is deployed as a web service for ease
and flexibility of integration. Its XQuery API provides a
flexible, expressive and easy-to-use querying syntax.

Cerebra Server is required to support the
creation and maintenance of large scale ontologies. The
inferencing technology minimizes the complexity and
the number of direct relationships needed to represent the
business and data models. It also ensures consistency
across multiple models, departments and business
partners. The engine detects inconsistencies in respect to
specified concepts and axioms including disjunction or
equivalence.
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"The software industry is building an alphabet
but hasn't yet invented a common language"
Hasso.Plattner SAP AG, 2002 [Gilbert, 2002]. Plattner
characterizes the typical use case for solutions in an EAI
or SCM scenario where database schemas or business
object models of various sources have to be mapped onto
a common ontology. Semantic integration using a
common vocabulary is one of the greatest challenges for
current IT systems. Using Cerebra Server, enterprises are
able to process data based on semantics without
restricting the vocabulary, allowing the identification of
the available resources and services in their field. This
will provide a dynamic environment where resources can
be exchanged to maintain the integrity of the value-chain
as new resources become available or existing resources
become redundant.

Reasoning engines are used in non-graphical
ontology modeling tools like OilEd [Bechhofer et al.,
2001] and Protege [Grosso ef al, 1999], which rely on an
Edit-Compile-Reasoning-Edit cycle. They are a great
improvement on textual creation of ontologies in
languages such as SHIQ, F-Logic and others. Even if
some of these modeling tools can generate graphical
representations of the ontology, they are not a
WYSIWYG, real-time, graphical modeling environment
like mind mapping or BPM tools. Our experience shows
that the process of creating ontologies is an active
process of collaboration - discussion, argument,
presentation and politics - involving domain experts with
often divergent points of view. They need a real-time,
graphical tool to arbitrate their interactions. Tool support
for ontology creation should therefore follow the design-
pattern of a white-board rather than a database or an
Excel sheet.

3. Construct

Construct enables users to create and edit concept
taxonomies, and extend these simple structures to
support axioms according to the OWL specification
using graphical symbols and advanced reasoning.

Complex logical expressions can be made in a
graphical notation similar to nested blocks. The
expressions are used in two ways: as assertions for the



ontologies and as queries for testing and validating the
ontologies. Traditionally the definition of logical queries
is a task which can only be fulfilled by a few experts.
The queries are expressed in XQuery and processed by
Cerebra Server.

Aniinix

C™tm

Figure 1 Construct User Interface

Using Construct, ontologies can be mapped to
database schemas (see Figure 1). This enables end users
to specify queries to Cerebra Server against multiple
databases using a common abstract ontology or single
database syntax, instead of taking the details of multiple
database schemas into account.

Construct’s use of OWL-DL, integrated with
Cerebra Server’s enterprise integration support, can be
used to extend ‘pure’ knowledge representation with
actionable business logic and ‘policies’ to provide
adaptive behavior to business systems.

Construct is embedded in the MS-Office tool
Visio on  MS-Windows  platforms.  Construct
communicates with Cerebra Server via a SOAP
interface. This architecture ensures a highly scaleable
system configuration, since Cerebra can be used on high-
end hardware in order to consolidate large and
distributed ontologies from multiple sources. The engine
can also reflect instance data from databases or OLAP
systems.

Construct and Cerebra Server support
distributed ontology development, for example through
‘upper’ ontologies and individual ‘federated’ ontologies.
They ensure consistency of the local model with linked
or associated ontologies. They will detect, for example:
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o if another user has defined an equivalent
concept even if he is using a different name

e cases in which logical constraints such as
conjunctions have been violated.

4. Summary

Cerebra Server is used to integrate hybrid IT-systems,
knowledge bases and databases through the use of an
ontology layer. It enables users to extend models to
capture actionable business rules for automated
processing. Ontologies are the critical success factor for
these systems, subject to the ‘garbage-in, garbage-out’
adage. In times of growing demand for ontologies,
Construct and Cerebra Server facilitate the move of the
responsibility for knowledge specification from highly
skilled modeling experts to the end-users who have the
domain knowledge.
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Tracking Complex Changes During Ontology Evolution
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1 The Need and Requirements for Version more useful to know that a concept wasvedrom one place
Comparison in the hierarchy to another than to know that it was deleted

) o . from one and added to the other.
For the Semantic Web to succeed, it will require the devel- \ore specifically, the following are some of the complex
opment and integration of numerous ontologies. As °”t°|'changes that we have identified.

ogy development becomes a more ubiquitous and collaborgygq g subtree: Create a new class and create one or more of

tive process, support fasntology versionindKlein, 2001; its subclasses.

Noy and Klein, 200Bbecomes necessary and essential. Thielete a subtreeDelete a class and all its subclasses.

support must enable users to compare versions of ontologi§gove a subtree to a different locationMove a subtree of

and analyze differences between them. classes to a different location in the class hierarchy. This op-
There are several reasons to maintain and compare ontlyation is essentially equivalent to changing a superclass of

ogy versions. First, ontologies that support the Semantic Welhe root of this subtree.

undergoregular changes just as other artifacts do. Second, Move a set of sibling classes to a different locatioMove

as ontologies become largenllaborative developmentof o or more classes that are siblings in the class hierarchy to

ontologies becomes common. Ontology designers workingne same new location in the class hierarchy (i.e., they remain

in parallel on the same ontology need to maintain and COMgihlings, but under a different parent).

pare different versions, examine the changes that others haygeate a new abstractionMove a set of siblings down in a

performed, and so on. Third, the more expressive languaggsgass hierarchy, creating a new superclass.

for thg Semantlp Web, such as DAML+OIL qnd OWL, are Remove an abstractiorDelete a class, moving its subclasses

Description Logic (DL) languages. One can view the task ofiy pecome subclasses of its superclass.

comparing the asserted and the inferred subsumption hi-  gpit 5 classSplit a class into two or more sibling classes.

erarchiesin a DL ontology as a versioning problem: The user perge classedverge two or more siblings into a single class.
needs to see how the classification has changed the hierarchy,

where were the classes moved, and so on. User Interface
We can reuse some of the approaches from the fields o:? ,

software versioning and collaborative document processin%\/e have developed#dMPTDIFF, a tool for tracking changes

for ontology versioning, but we must keep in mind one crucialPetween ontology versior{iNoy and Musen, 2042 It is a

difference: In the case of software code and documents, wh&ugin to the Prage ontology environmeriProtege, 2002

is compared artext files For ontologies, we need to compare  Figure 1 shows how ROMPTDIFF presents the result of

the structure and semanticsof the ontologies and not their comparing two versions of the UNSPSC ontology, which is
textual serialization. a standardized hierarchy of products and services that en-

ables users to consistently classify the products and services
they buy and sell. User input results in regular updates,
2 Complex ontology changes consisting, for example, of additions of new products, or
The first step in comparing the structure of ontologies rathere-classifications of existing products. In th&mpPTD-
than their textual serialization is establishing correspon4rr result, the classes that were deleted are crossed out, the
dences between concept definitions in two versions, identiadded classes are underlined, and classes that were renamed
fying that a conceptl in one version becamd’ in the other.  or changed are in bold. We use color coding to make the
Identifying correspondences between concepts in differenthanges even more apparent. The warning i¢)moyerlayed
versions leads directly to the second step: identifying simwith the class icon indicates that the subtree rooted at the class
ple changes between versions, such as addition or deletidras undergone some changes.
of concepts, change in concept defintions, and so on.. How- Figure 2 showsomplex changem these two versions of
ever, in order to assist users in analyzing and understandinipe UNSPSC ontology: The addition of several classes rooted
the changes that have occurred from one version to anotheat  Distribution_and_Control_centers_and_accessories
we must identiffcomplexchanges as well: For example, it is is in fact a tree addition. The icon at the root of the added
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Subclass

v @ Power_conditioning_equipment A
@ Capacitor_banks

() Chokes

© Distribution_power_transformers

@ Electric_rotary_converters

(C) Frequency_converters

@ Instrument_transformers

() Magnetic_coils

@ Power_adapters_or_inverters
() Power_distribution_units_PDUs

(E) Power_siinnly rransfarmer
() Power s|r.|ass name changed from Power_distribution_units_(PDUs)

() Reactors

@ Regulators

() Signal_converters

(C)Slip_rings

@ Uninterruptible_power_supplies
A4 @Swwrches_and_controls_amd_relavs

@Alrernating_vnlrnge_relnys
(C) Contactars

() Control_relays

() Controller_switches

y - —— ——

Figure 1: Comparison of two versions of the UNSPSC on
tology in PROMPTDIFF. The classes that were deleted are

crossed out and the added classes are underlined.

subtree has an overlayed add ice¥) {ndicating that all
classes in this subtree have the same status—they were
added in this version. If a whole tree is deleted, an overlaye
delete icon %) identified the tree-level operation. The class
FElectrical _equipment_and_components_and_supplies

was moved to this location from another position in the tre

The tooltip indicates where it was moved from.

Figure 3 shows the moved class in its old position in the9
hierarchy: The class appears in grey and the tooltip indicate¥

where the class was moved to.

o summarize, we visualize two types of Changif'clgls)l%;en versions, and, more important, find automatic ways of

class-level changes and (2) tree-level changes.

level changes, the class-name appearance indicates whet
the class was added, deleted, moved to a new Iocatiorh
moved from a different location, or its name or definition has

Subclass =T
(T) THING &
P (C)SYSTEM-CLASS
¥ (T} Electrical_systems_and_Lighting_and_components_and_accessories_and_supplies

Y@ UE(lri(aI_Equipmenl_arld_(umpnnenls_amksuppllzs

() Circuit_protection_devices_and_accessoties

v (5 Distr and_Control_centers |class moved from Structures_and_Building_and_Construction_

(C) Distribution_or_control_board_fixtures U
(C) Lighting_control_systems
(C) Load_centers

(C) Meter_centers_or_sockets

(E) Motor _control_centers
(C) Panelboards
@r‘u.-m_nmmmmg_m_mmml_s stems
(C) Switchgear_systems

¥ (g)Electrical_boxes_and_enclosures_and_fittings

¥ () Electrical_hardware_and_supplies

b () Lugs_connectars_and_terminals

¥ (C) Power_conditioning_equipment

¥ (g) Switches_and_controls_and_relays

¥ (C) Wire_management_components_and_busways

¥ (C)Lamps_and_lightbulbs_and_lamp_components -4

Figure 2: A comparison thats shows a moved class (in bold)Protege, 200 Protege. The

and the addition of a subtree.

Subclass

P () Manufacturing_Components_and_Supplies s
¥ (g Structures_and_Building_and_Construction_and_Manufacturing_Components_and_Supplies

» (C)Concrete_and_cement_and_plaster

P (C)Construction_and_maintenance_support_equipment

» (C)Doors_and_windows_and_glass

¥ (C) Exterior_finishing_materials

» (Cilnsulation

P (C)Interior_finishing_materials

P (C)Permanent_structures

> (C)Plumbing_fixtures

P () Prefabricated_structures

P (C)Roads_and_landscape

> (©)Structural_building_products

P (C)Structural_materials_and_basic_shapes

’©R v

[class moved to Electrical_systems_and_Lighting_and_components_and_accessaries_and_supplies |

Figure 3: The old position of the moved class (see Figure 2).

changed. If all classes in a subtree have changed in the same
way (e.g., were all added or deleted), then the changed icon
at the subtree root indicates that the tree-level operation.

4 OQOutlook

We have presented a tool for examining changes between on-
tology versions and identified a set of complex changes be-
tween ontology versions. CurrentlyrRBMPTDIFF does not
display all the changes presented in Section 2, although inter-
nally it identifies all of them. We plan to experiment with ad-
ditional visual metaphors for displaying all complex changes
gjpd to evaluate whether using too many different visual clues
guts too much of a cognitive load on the user.

Another natural extension of the current tool would be en-
abling users to accept and reject changes. the default We can
g also consider using logs of changes if they are available (per-

haps grouping together some basic changes in the log into sin-
le complex changes) to determine the differences between
ersions. comparing ontology concepts in likely have
Finally, as we gain more experience with ontology version-
ing, we will be able to identify more complex changes be-

ermining that such changes have occurred.
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Capabilities: describing what services dd
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1 Introduction 7. The ability to classify capabilities based on aspects of

In recent times the Semantic Web, and Web Services have the description enabling exact or partial matches be-

converged into the notion of self-describing semantic wep  tween required and provided capability descriptib@s

services. These are web services that provide and use se- and Blythe, 2000; Sycaet al, 1999.

mantic descriptions of the concepts in their domain over andVe refer to these requirements in the next section using the

above the information provided by WSBL notation (1), with the number representing the requirement.
In this paper we are concerned with advertising web ser-

vice capabilities in such a way that services can be dynami3 A model of capability

cally discovered based on the functionality they provide. Al- . . . S .
though the other phases of service interaction, such as evd] this section we introduce a model of capability with edited

uation, selection, negotiation, execution and monitoring ar&Xamples from an ontology rendered by the Proteg€ fool

. . ; e 3
important, the discovery phase is the crucial first step. VX{_tl’lle top level we have the clagapabilityOrParameter

: Iy o This superclass allows us to share several informational prop-
2 Requirements for capability descriptions erties oFr)cases between the claﬁapabiIityandParameterp P
A set of criteria for evaluating capability description lan- These informational properties include the location, source,
guages was described [Sycaraet al, 1999 in reference  destination, duration, date or time, manner and topic of a ca-
to agent capabilities. These requirements include expressivgability, for example:
ness, abstraction, support for inferences, ease of use, applowl:Class rdf:ID="Capability” >
cation on the web, and avoiding reliance on keyword extrac<rdfs:subClassOf rdf:resource="#CapabilityOrParameter”
tion and comparison. We believe these high level criteria aredf:type="http://www.w3.0rg/2002/07/owl#Class"/>
relevant in the context of semantic web services but they do</owl:Class>
not address the specific requirements of dynamic web serviceoWwl:FunctionalProperty rdf:ID="location”
discovery. The following requirements are derived from therdf:type="http://www.w3.0rg/2002/07/owl#ObjectProperty” >
literature and our observations. A capability description lan-<rdfs:domain rdf:resource="#CapabilityOrParameter"/ >
guage should provide: <;dfs|:range rdf:rlesource=“#CaseDescription”/>
- . . </owl:FunctionalProperty >
3 T Sl o declre et sl serfce T A CaseDescrpions descrbedinan OntloiclSource
' ? (e.g. dictionary, thesaurus, ontology, specification or stan-

2003 dard). An OntologicalSourckelongsTcan Ontologyand is

3. The ability to declare preconditions and effects in SomespecifiedBya Fragmentwithin that ontology.

named rule definition languadg&il and Blythe, 200D ~owl:Class rdf-ID="OntologicalSource”/ >
4. The ability to describe objects that are not input but are_q,-class rdf;ID:"Ontology”/ -
used or affected by the capabilitwroeet al,, 2003. <owl:Class rdf:ID="Fragment’/ >

5. The ability to refer to ontological descriptions of the
terms used in the description and thus place the use ofowl:FunctionalProperty rdf:ID="belongsTo"
the terms in contexiGil and Blythe, 2000; Sycaret al,, rdf:type="http://mww.w3.0rg/2002/07/owl#ObjectProperty” >
1999. <rdfs:domain rdf:resource="#OntologicalSource”/>
6. The ability to make explicit the domain or context in <rdfs:range rdf:resource="#Ontology"/ >
which the service operates. </owl:FunctionalProperty >

*This work is supported by the Australian Research Council<owl:FunctionalProperty rdf:ID="specifiedBy”
SPIRT Grant “Self-describing transactions operating in a largerdf:type="http://www.w3.0rg/2002/07/owl#ObjectProperty” >
open, heterogeneous and distributed environment” involving QUT,
UNSW and GBST Holdings Pty Ltd. 2http://protege.stanford.edu/
hitp://www.w3.0rg/TR/wsdI12/ 3http://www.w3.0rg/2001/sw/WebOnt/
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<rdfs:domain rdf:resource="#OntologicalSource”/>
<rdfs:range rdf:resource="#Fragment”/ >
</owl:FunctionalProperty >

The next class in the model Gapability which has sev-
eral properties. The most important is the mandatatjon
represented as\ferbthat describes the activity the capability

rdf:type="http://www.w3.0rg/2002/07/owl#ObjectProperty” >
<rdfs:domain rdf:resource="#Rule"/ >
<rdfs:range rdf:resource="#OntologicalSource”/>
</owl:FunctionalProperty >

The classParameterand its associateDataTypeare also
described in a®ntologicalSourcgs).

performs (1). To allow for the fact that different verbs may <owl:Class rdf.ID="Parameter” > N
be used to express the same action, a reference to a definitioridfs:subClassOf rdf:resource="#CapabilityOrParameter”/ >

in anOntologicalSourcean be provided (5). Othesemanti-

cRelationsuch as synonyms, hypernyms and hyponyms ma

be used to further elaborate tlerb. The ability to provide

definitions and alternative meanings to the primary verb as

sists similarity matching of capabilities (7).

</owl:Class>

¥fowI:FunctionaIProperty rdf:ID="parameterDescribedIn”
d

f:type="http://www.w3.0rg/2002/07/owl#ObjectProperty” >
<rdfs:range rdf:resource="#OntologicalSource”/>
</owl:FunctionalProperty >
<owl:FunctionalProperty rdf:ID="parameterType”

A capability can be performed within a sp.ecific. domain rdf:type="http://www.w3.0rg/2002/07/owl#ObjectProperty” >
or context, and an explicit domain or context identifier such<rdfs:range rdf:resource="#DataType"/ >

as UNSPSC and NAICS (6) is provided by the propérag
classification

<owl:ObjectProperty rdf:ID="classification” >

<rdfs:domain rdf:resource="#Capability”/ >

<rdfs:range rdf:resource="#OntologicalSource”/>
</owl:ObjectProperty >

</lowl:FunctionalProperty >

<owl:Class rdf:ID="DataType"/ >

<owl:FunctionalProperty rdf:ID="definedIn”
rdf:type="http://www.w3.0rg/2002/07/owl#ObjectProperty” >
<rdfs:domain rdf:resource="#DataType"/ >

<rdfs:range rdf:resource="#OntologicalSource”/>

We have grouped rest of the properties of a capability ac</owl:FunctionalProperty >
cording to the ranges of those properties. We distinguish be-

tween properties represented bySanaturesuch asinput,
affects usesandoutput and those represented Bylessuch
aspreconditionandeffect

A Signaturerepresents a set éfarameters A capability
can have zero or moli@eput, usesandaffectssignature sets,

take as input a name (string) and an age (integer), or nothi
at all. Each signature set for a capability should contain
different combination of parameters.

Theoutputproperty is constrained to have only one signa

4 Conclusion

The model for capability descriptions we have introduced in
this paper can be used to describe many different types of

capabilities and the context they operate in. It can be used

including the empty set (2, 4). For example, a service ma);o advertlse th_e capabilities of atomic, simple and composite
rj/Eerwces, and it can be used by service composers and plan-

ers to structure a description of what they expect services to
provide.
We believe this explicit structured description of service

ture set, as we take the view that different output set would@apabilities will allow the dynamic discovery of services
represent a different capability. A capability must have atased on their functionality, consequently improving the effi-

least oneoutputand/oreffect
<owl:ObjectProperty rdf:ID="input” >
<rdfs:domain rdf:resource="#Capability”/ >
<rdfs:range rdf:resource="#Signature”/ >
</owl:ObjectProperty >
<owl:FunctionalProperty rdf:ID="output” >
rdf:type="http://www.w3.0rg/2002/07/owl#ObjectProperty”
<rdfs:domain rdf:resource="#Capability”/ >
<rdfs:range rdf:resource="#Signature”/ >
</owl:FunctionalProperty >
<owl:Class rdf:ID="Signature”/ >
<owl:ObjectProperty rdf:ID="contains” >
<rdfs:domain rdf:resource="#Signature”/ >
<rdfs:range rdf:resource="#Parameter”/ >
</owl:ObjectProperty >

Preconditions and effects are modelledRages Each rule
is expressedla namedRule Languag@nd aruleExpression
(3) is from anOntological source
<owl:Class rdf:ID="Rule”/ >
<owl:FunctionalProperty rdf:ID="expressedIn”
rdf:type="http://www.w3.0rg/2002/07/owl#ObjectProperty” >
<rdfs:domain rdf:resource="#Rule”/ >
<rdfs:range rdf:resource="#RuleLanguage”/>
</owl:FunctionalProperty >
<owl:Class rdf:ID="RuleLanguage”/ >
<owl:FunctionalProperty rdf:ID="ruleExpression”
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ciency and effectiveness of the discovery process.
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Abstract

The Semantic Web relies on the complex inter-
action of several technologies involving ontolo-
gies. Therefore, sophisticated Semantic Web ap-
plications typically comprise more than one soft-
ware module. Instead of coming up with propri-
etary solutions, developers should be able to rely
on a generic infrastructure for application develop-
ment in this context. We call such an infrastruc-
ture Application Server for the Semantic Web. We
present design and architecture as well as our im-
plementation KAON SERVER.

1 Introduction

Ontologies serve various needs in the Semantic Web, like
storage or exchange of data corresponding to an ontol-
ogy, ontology-based reasoning or ontology-based navigation.
Building a complex Semantic Web application, one may not
rely on a single software module to deliver all these different
services. The developer of such a system would rather want
to easily combine different —preferably existing —software
modules.

So far, however, such integration of ontology-based mod-
ules had to be done ad-hoc, generating a one-off endeavour,
with little possibilities for re-use and future extensibility of
individual modules or the overall system.

We present an infrastructure that facilitates plug’n’play en-
gineering of ontology-based modules and, thus, the develop-
ment and maintenance of comprehensive Semantic Web ap-
plications, an infrastructure which we call Application Server
for the Semantic Web (ASSW). 1t facilitates re-use of exist-
ing modules, e.g. ontology stores, editors, and inference en-
gines. It combines means to coordinate the information ow
between such modules, to defhe dependencies, to broadcast
events between different modules and to translate between
ontology-based data formats.

The following sections talk about design decisions leading
to the conceptual architecture of an Application Server for the

Semantic Web. Finally, we briexy describe our implementa-
tion KAON SERVER.
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2 Component Management

Extensibility is a major requirement for an Application Server
for the Semantic Web. Hence, the Microkernel design pattern
is the fst choice. The pattern applies to software systems
that must be able to adapt to changing system requirements. It
separates a minimal functional core from extended function-
ality and application-specif parts. In our setting, the Micro-
kernel’s minimal functionality must take the form of simple
management operations, i.e. starting, initializing, monitor-
ing, combining and stopping of software modules as well as
dispatching of messages between them.

This approach requires software modules to be uniform so
that they can be treated equally by the Microkernel. Hence,
in order to use the Microkernel, software modules that shall
be managed have to be brought into a certain form. We call
this process making existing software deployable, i.e. bring-
ing existing software into the particular infrastructure of the
Application Server for the Semantic Web, that means wrap-
ping it so that it can be plugged into the Microkernel. Thus,
a software module becomes a deployed component. We use
the word deployment as the process of registering, possibly
initializing and starting a component to the Microkernel.

3 Component Description

All components are equal as seen from the Microkernel’s per-
spective. Hence, in order to allow a client discovering the
components it is in need of, we have to distinguish between
them. Thus, there is a need of a registry that stores descrip-
tions of all deployed components. We came up with a man-
agement ontology that is primarily used to facilitate compo-
nent discovery for the application developer. Its taxonomic
core is presented in the defitions below.

Component Software entity which is deployed to the Micro-
kernel.

System Component Component providing functionality for
the Application Server for the Semantic Web itself, e.g.
a connector.

Functional Component Component that is of interest to the
client and can be looked up. Ontology-related soft-
ware modules become functional components by mak-
ing them deployable, e.g. RDF stores.



External Service An external service cannot be deployed di-
rectly as it may be programmed in a different language,
live on a different computing platform, uses interfaces
unknown, etc. It equals a functional component from a
client perspective. This is achieved by having a proxy
component deployed that relays communication to the
external service.

Proxy Component Special type of component that manages
the communication to an external service. Examples are
proxy components for inference engines.

4 Conceptual Architecture

The design elements of the architecture are conceptually di-
vided into Connectors, Management Core, Interceptors and
Functional Components, like depicted in Figure 1.
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Figure 1: Conceptual Architecture

Connectors

Connectors are system components. They send and receive
requests and responses over the network by using some pro-
tocol. Apart from the option to connect locally, further con-
nectors are possible for remote connection. Counterparts to
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a connector on the client side are surrogates for functional
components that relieve the application developer of the com-
munication details similar to stubs in CORBA.

Management Core

The Management Core comprises the Microkernel. The Man-
agement Core is required to deal with the discovery, alloca-
tion and loading of components. The registry, a system com-
ponent, manages descriptions of the components and facili-
tates the discovery of a functional component. Another sys-
tem component called association management allows to ex-
press and manage relations between components. Event lis-
teners can be put in charge so that a component A is notifd
when B issues an event or a component may only be unde-
ployed if others don’t rely on it. When provided a deployment
description, the component loader facilitates the deployment
process for a client. System components can be deployed and
undeployed ad hoc, so extensibility is also given for the Man-
agement Core.

Interceptors

Interceptors are software entities that monitor and modify it
before the request is sent to the component. Security is real-
ized by interceptors which guarantee that operations offered
by functional components (including data update and query
operations) in the server are only available to appropriately
authenticated and authorized clients. Transactions, modular-
ization and evolution spanning several ontology stores may
also be realized by interceptors.

Functional Components

RDF stores, ontology stores etc., are fhally deployed to the
management kernel as functional components. In combina-
tion with the component loader, the registry can start func-
tional components dynamically on client requests.

5 KAON SERVER - An implementation

Our implementation of an Application Server for the Seman-
tic Web, called KAON SERVER, offers a uniform infrastruc-
ture to host functional components, in particular those pro-
vided by the KAON Tool suite!. The latter includes tools
allowing easy ontology creation and management, as well
as building ontology-based applications in Java. The KAON
SERVER architecture rexects the conceptual architecture pre-
sented in the previous section.

In the case of the KAON SERVER, we use the Java
Management Extensions (JMX?) as it is an open technol-
ogy and currently the state-of-the-art for component man-
agement. Basically, JMX defhes interfaces of managed
beans, or MBeans for short, which are JavaBeansthat rep-
resent JMX manageable resources. MBeans are hosted
by an MBeanServer which allows their manipulation. All
management operations performed on the MBeans are done
through interfaces on the MBeanServer. In our setting, the
MBeanServer realizes the kernel and MBeans realize compo-

nents.
'Karlsruhe Ontology and Semantic Web Tool suite,
http://kaon.semanticweb.org

Zhttp://java.sun.com/products/JavaManagement/
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1 Introduction incorporating a Horn-style rule language to express pre- and

Automatic retrieval, evaluation and execution of Web Ser_post-condmons.

vices is a potential “enabler technology” for innovative appli- . . .
cations like dynamic personal information management sys3 Semapﬂ_cally Rich Web Service
tems (PIMs). To enable dynamic and intelligent service us-  Descriptions

age, semantically rich description of services and their OPeftha approach to Semantic Web Service annotation presented

ations is required. However, the current standard for the de«l-n this paper has to provide a certain standard of usability.
scription of Web Services, WSDL, is following th_e tradition reasonable computational complexity, and compatibility with
of interface description languages (IDLs), focusing on SYMySDL. The following sections briefly describes a possible
tactic descriptions of operation names and input/output '[ypev':vay tolachieve these goals

rather than on the semantic meaning of these data structures. '
This paper presents a proposal for a more satisfying way og 1 Enriching WSDL with Semantics

Web Service markup and matchmaking. L L
P 9 We can embed semantic information into the data model of

WSDL by several means, e.g. by introducing a new name-
2 Related Work space to be used by qualified attributes or by facilitating the

The Software Engineering community has invested great eftécently introducegubstitution frameworlf WSDL 1.2.
forts into the proper description of software components .
to enable automatic or semi-automatic software compo?"2 Mode!lng Input and Output Concept

nent retrieval and automatic programming. Examples are ~ D€scriptions

Larch [Guttag and Horning, 1993 Meyer's work on “de-  To enhance interoperability between different vocabularies of
sign by contract” and the work blFischeret al, 1995 on  description, we can map WSDL message parts (XML types)
NORA/HAMMR. The basic idea was to express the seman+o ontological concepts (cfPeer, 200D. This will increase
tics of components and operations by means of logical exthe usefulness of signature matching. For complex XML
pressions and to use theorem provers to test for “matchingnd description logic structures, additional mapping informa-
conditions” [Zaremski and Wing, 1995 The serious dis- tion for the relations between DAML-S ontologies and XML
advantage of this approach — exponential response timesgrammars must be providéd

has been addressed by several papers, and several heuristics

to minimize the problem have been proposed. One of th&.3 Modelling Pre- and Post-Conditions

most promising ways to minimize that problem is to restrict o described in Sect. 2, modelling of pre- and post-conditions
the expressiveness of the underlying logical markup languagg a central concern of the description of the semantics of soft-

in order to gain algorithmic efficiency[Li and Horrocks,  \are components. Each operation may have a different set of
2009 describe service matchmaking as variants of subsumpyre- and post-conditions.

tion checks for description logic concepts, with concepts rep- \ye propose to use a subset of First Order Predicate
resenting services. DAI\_/IL_-S is an effort to describe Ser-_ogic (with equivalence and sorts) to model pre- and post-
vices by means of description logics, namely DAML+OIL. conditions for Web Service operations. As a consequence
The DAML-S ontology is a set of standard terms to be usedsf predicate logic’s known problems of undecidability and
for service descriptions by means of description logic conjncompleteness, we need to abstain from certain features of
structs. Among the disadvantages of DAML-S are some-QL to ensure the requirement of computational tractability.
usability issues arising from RDF encoded service descripTg this end, we impose several restrictions upon the language

tions[Ankolekaret al, 2003, its incompatibility with WSDL  sypnorted by our concept. Firstly, we do not permit the use of
and its restrictions on the specification of pre- and post-

conditions. The concept sketched here aims to minimize Some preliminary tool support can be found online at
these problems by building directly on top of WSDL and by http : //sws.mcm.unisg.ch/work.htmitmapper
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functions of arity> 0. Therefore, the set of term5(X’, F) and we did not explicitly look for scenarios which might be
is restricted to functionsF with arity of zero and a set of negatively affected by the restrictions we imposed on our rule
variablesX’. Further, we require pre- and post-conditions tolanguage.

adhere to the Horn subset of FOL. Another essential problem left for future work is to extend

To incorporate pre- and post-conditions into WSDL doc-the matchmaking process froatomic operations to whole

uments, we propose to use an XML grammar derived fronprocesseswhich combine several Web Service operations to
RuleML. We require that all predicates and sorts used in conachieve a specific goal. Work on automatic planning, con-
ditions are identified by an URI. This enables the creation oflucted by the Al community, may be leveraged to the area
ontologies of predicates and the application of Semantic Webf Web Services to achieve this task. Among potentially use-

operations like concept subsumption checking. ful approaches are Situation Calculus (the application to Web
Services was demonstrated fvicliraith and Son, 2008,
4 Prototypical Implementation Hierarchical Task Networks (HTN's) (as demonstrated by

Bl—iendleret al, 2003), GraphplanBlum and Furst, 1995
n

We have implemented the concept proposed in this paper i d Constraint Logic Programming.

Java. The implementation consists of two main components:
e A registry component which manages service adver- References

tisements in the form of WSDL documents, annotatedEAnkolekaret al, 2004 A. Ankolekar, F. Huch, and K.

sing the techniques described in this paper. Provider ) . .
using 'qu ! ! 'S pap v Sycara. Concurrent execution semantics of DAML-S with

of services can upload, edit and remove annotated subtypes. InProceedings of The First International Se
WSDL t lat tologies. During th s )
SDL documents and related ontologies. During the mantic Web Conference (ISW@DO2.

upload of annotated WSDL documents, the container
parses the file and tests if the description logics concepttBlum and Furst, 1995A. Blum and M. Furst. Fast plan-
used in the document are already registered. In order ning through planning graph analysis. Proceedings of

to ensure the quality of the service, the registry compo- the 14th International Joint Conference on Artificial Intel-
nent refuses to store WSDL documents that contain yet ligence (IJCAI 95)1995.

unregistered description logic constructs. [Fischeretal, 1999 B. Fischer, M. Kievernagel, and

e A matchmaking componentwhich accepts requestsfor ~ G. Snelting. Deduction-based software component re-
service operations and returns a list of fitting candidates. trieval. In Proc. IJCAI-95 Workshop on Formal Ap-
The matchmaking component follows verapper ap- proaches to the Reuse of Plans, Proofs, and Programs,
proach: it is designed around two Java interfaces which Montreal, August 19951995.

define methods to be implemented by components for (ilGuttag and Horning, 1993J. Guttag and J. Horningiarch:

description logics concept subsumption and (ii) clause | 5nguages and Tools for Formal SpecificatioBpringer
subsumption. Description logic subsumption operations Verlag, 1993.

are required for all filtering phases, while clause sub- .

sumption is used exclusively for pre- and post-condition[Hendleret al, 2003 J. Hendler, D. Wu, E. Sirin, D. Nau,
matching. The wrapper architecture enables us to eas- and B. Parsia. Automatic web services composition us-
ily plug in external components, without changing the  iNd SHOP2. InProceedings of The Second International
essential algorithms of the tool. Currently we provide —Semantic Web Conference(ISW2)03.

an interface to the tableaux based description logic enfLi and Horrocks, 200B L. Li and I. Horrocks. A software
gine RACER and to the saturation based theorem prover framework for matchmaking based on semantic web tech-
SPASS. nology. InProc. of the Twelfth International World Wide

We have conducted a series of scalability tests. Our mea- VVeb Conference (WWW 2002p03.
surements suggest that the runtime behavior is linear. WEMcllraith and Son, 2002 S. Mcllraith and T. Son. Adapt-
came to the preliminary conclusion that the the conceptual ing Golog for composition of semantic web ser-
restrictions (e.g. in the rule language) and our technical de- vices. InProceedings of the Eighth International Con-
sign decisions pay off. ference on Knowledge Representation and Reasoning
The prototype and its source code are freely available for (KR2002)Toulouse, France, April 2002002.
download ahttp://sws.mcm.unisg.ciThe results of the scal- [Peer, 200 J. Peer. Bringing together semantic web and

ability tests can be also be found there. web services. In lan Horrocks and James Hendler, edi-

e tors,Proceedings of The First International Semantic Web
5 Current Limitations and Future Work Conference (ISWCP002.

A central limitation of the work as presented in this paper is[zaremski and Wing, 1995A. M. Zaremski and J. M. Wing.
that we have not undertaken any formal inVeStigation of the Specification matching of software Components_Pm_

consequences of the logical and architectural design we pro- ceedings of 3rd ACM SIGSOFT Symposium on the Foun-
pose. Although some early scalability tests have been per- gations of Software Engineering995.

formed, additional tests, involving more complex services,
need to be carried out. Another limitation of our current
batch of tests is that we focused primarily on performance,
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1 Introduction 2.1 The I-X Tool Suite

%he principal interface to these tools, th@? (I-X Process

The coordination of resource and activity to achieve som Lo ) o ;
anel) can be seen, at its simplest, as a ‘to-do’ list for its user;

common objective is a key task within modern virtual organi- ) : X . ;
) y 9 Qowever, when used in conjunction with other I-X agents, it

sations. The Semantic Web initiative promises to increase th b histicated Kl d g 100l A
number of knowledge and information resources available?d" PECOME a sopnisticated workilow and messaging toof.

presenting more (and more varied) opportunities for interacP@n€! corresponds to its user's ‘view’, itl-N-C-A> terms,
tion. However, as the number and complexity of these inter®! thé current activity, and the current state of the collabora-
actions increases, so too does the need for task support too Eqnl IS usgd toFgenerate Idynammz_:tllty (tjhe.tshupportt_opltlons tt_he
This extended abstract describes our research into support ftit° p(rjow esht bor examp ff’ ass%oma ef with a E{ar Icu akr activ-
mixed-initiative (that is, involving both human and computer 'Y N0G€ Might be Suggestions for performing it using known

agents) collaborative tasks in distributed environments. Aprocedural dgcompositi_qns, for invoking an agent qffering
the heart of this approach is tie technology. This is in- a corresponding capability, or for delegating the activity to

troduced in section 2, while section 3 illustrates the nature 0§omhe oth;‘ar ager;t. in th ite includ . | d
the task support it offers through the description of two ap- The other tools in the suite include messaging tools an

plications. Section 4 outlines some future directions that thid"formation viewers and editors, used, for example, to allow
work will pursue and the final section provides a summarytn€ User to specify relationships with other agents in the envi-
and some conclusions. ronment, and to create and publish Standard Operating Pro-

cedures (SOPs), generic approaches to archetypal activities.
Particularly relevant to this discussion is th€ (I-Query)
2 1-X: A Task Support Architecture tool. 1-Q is a generic I-X agent shell which, when embod-
ied with the appropriate mechanisms, presents an interface
The I-X! technology is intended to provide a well-founded to a particular Semantic Web information resource, providing
approach to allow humans and computer systems to coopeseamless integration with other I-X agents.
ate in the creation or modification of some product, be it a
document, plan, design or physical enfifiateet al, 2003. 3 Demonstration Applications
The I-X tools support users in selecting and performing pro-
cesses and creating or modifying process products. A set df this section we illustrate the use of I-X to support activity
issuesis associated with the process or product, represeninVONing Semantic Web resources through the brief descrip-
ing unsatisfied requirements, problems arising from critiqugion of two demonstrations that have been developed.
and so on. Both processes and process products are con- o
sidered, in the abstract, to consist of (perhaps hierarchicallg-1 Workshop Organisation

composednodes these correspond to activities in the pro- This application involves the following scenario: an official

cess or parts of the product. The re_Iatlonshlps be_tween nodes a UK technology research funding body is charged with or-

are defined by a set @fonstraints Finally, annotationscan  ganising a workshop concerning some particular area of com-

be associated with these elements to capture other, perhaggter science so as to get an overview of its current State.

less formal, information surrounding the collaboration. To-cordingly, from a set of published SOPs, she sel€ttmnise

gether, these elements constitute thleN-C-A> (<Issues-  workshop Now shown on her I-Pare the sub-tasks needed

Nodes-Constraints-Annotationy model and provide a uni-  to achieve this goal, involving selecting attendees, choosing a

fying framework that allows the communication — using an|ocation and date, fixing the agenda, and so on.

XML encoding — of elements from one agent to another. Further decomposing theelect attendeetask, the initial

sub-task isdentify steering committefer the workshop. An

The ‘I’ of I-X is meant to convey all of ‘intelligent’, ‘intelligi-  available I-Q agent is known to be capable of performing this

ble’, ‘integrated’ and ‘issue-based’, with the ‘X’ being the uninstan-

tiated variable. Seex.info ~ for more about I-X. 2Developed as part of the AKT Project: se@w.aktors.org
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task for topics drawn from the ACM classification of com- ing service? For the purposes of selecting amongst these re-

puter sciencé. This agent constructs appropriate RDQL sources, a second I-Q agent is able to construct and send to
gueries and sends them via http to an RDQL interface ontthe matchmaker an appropriate DAML-S request, instantiated

an RDF triple store. This database describes the current statéth the location of the airman and the location of the selected

of UK research in (predominantly) computer science througthospital. When selecting an appropriate resource, then, this
some millions of triples extracted from various sources byagent can be invoked to act as an intermediary to the match-
various techniques, the triples being described according tmaker, constructing appropriate requests and parsing the re-
a number of published ontologi@sThe RDQL formed by turned results.

the I-Q agent refers to these ontologies and implicitly con-

tains knowledge of the contents of the triple store, and thel Future Directions

agent ‘knows’ how t%communlﬁ_atg with the stors%ﬁng Pro-ith particular reference to operating on the Semantic Web,
cess Its responses. However, this Is opaque to theuser,  hare are a number of areas of work that would enhance the

who need know noth!ng abqut this transaction, andl, .ha‘('”g-x support environment and encourage interoperability, and
selected the appropriate topic from the ACM classification, hich 'we hope to address in the near future. For instance,

and parameterised her message to the I-Q agent, receives,gyishing <|-N-C-A> information according to OWL on-
message naming the suggested steering committee along Wil\ogies would make resources such as SOPs more readily

their contact details a few seconds later. available to a wider community, while describing the capa-

This sub-task completed, the other steps in the SOP argjities of |-X agents using OWL-S would make these more
performed by the user (assisted by links to relevant tools an isible externally, and position I-X more centrally within the

information) or delegated accordingly. Finally, to discuss thisdeveloping ideas of web service description and invocation.

workshop and confirm its dates, location and content with thg . generally, some consideration of the whole notion of

st.e.'ering committee, she initiates a vid_eoconference; an agasy support within the Semantic Web is needed: What sort
ditional SOP, downloaded from a meeting-support welSsite, ot a5y will be performed? What sort of support is neces-

ﬁgl);/igdye:eeti(lﬁ)srience-based assistance with conferencing teckly jnassible? How might this support best be delivered?

3.2 Search and Rescue 5 Summary and Conclusions

This application involves more complicated interactions with | N€ intention of this extended abstract has been to describe
Semantic Web resources. The scenario surrounds the coordfle |-X environment for collaborative task support, with par-
nation of resources to rescue and care for a downed aviatoricular reference to placing this in the context of the Semantic
On being alerted about the emergency, the SAR (SearcWeb a_nd its emerging standards, concepts and resources. The
And Rescue) coordinator, through his3;Relects an appro- potential benefits are mutual: on the one hand, I-X task sup-

priate SOP containing a number of sequential steps such &9't is greatly enhanced by exploiting Semantic Web infor-
select hospitakndselect SAR resourcén this environment, mation resources, as illustrated by the apphcatlons described
the SAR domain and the infrastructures — including med-2P0Ve; on the other hand, as the Semantic Web moves towards
ical facilities — of the countries in the locale are encoded!tS 90al of empowering users to achieve more than informa-
according to DAML-O ontologies, with both ontologies and tion browsing, t_he need for integrated |ntell|g_ent task support
knowledge bases available as web resoufces. of the sort provided by I-X becomes more evident.

A particular I-Q agent in this domain has the ability to ac-
cess and reason with the appropriate ontologies, and so c&¥cknowledgments
extract from the knowledge bases information about hospital$he work described in this extended abstract is supported, in
offering specialist care facilities (for example, burns units).part, by the AKT IRC and by the DARPA DAML program.
So, once the nature of the injuries to the airman has been The University of Edinburgh and research sponsors are
established, this agent can be invoked to suggest the closesiithorised to reproduce and distribute reprints and on-line
appropriate hospitals. copies for their purposes notwithstanding any copyright an-
SAR resources — helicopters, patrol boats, etc — are denotation hereon. The views and conclusions contained herein
scribed as DAML-S services, and advertised to a matchmakare those of the authors and should not be interpreted as nec-
ErTeE— essarily representing the official policies or endorsements, ei-

3 . . X -
48eewww.facm.org/class/l9&?8/overwew.htmI . ther expressed or |mpI|ed, of other part|es.
RDQL is an SQL-like query language for RDF; e:

www.hpl.hp.com/semweb/rdgl.htm .
SFor more about the triple store see, sa#ple- References ]

store.aktors.org . [Tateet al, 2003 A. Tate, J. Levine, J. Dalton, and
8i-me.infofresources/coakting. A. Nixon. Task Achieving Agents on the World Wide

"Developed in the course of the CoSAR-TS project: see Web InSpinning the Semantic Welbensel, D., Hendler,
www.aiai.ed.ac.uk/project/cosar-ts . J., Liebermann, H. and Wahlster, W. (eds.), MIT Press,
8See, for example, the infrastructure ontology at: 2003.
www.daml.org/experiment/ontology/infrastructure-elements-
ont, and the knowledge base about a (fictitious) country at: “www-2.cs.cmu.edu/ softagents/daml  _Mmaker/daml-
sonat.daml.org/DAMLdemo/instances/enp/nc-BINNI.daml . s_matchmaker.htm .
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I.

It is necessary to have ontologies and semantically-
grounded markup to enable the power of the Semantic Web.
Although standards exist for extensible markup language
(XML) schemas and database interfaces, these data sources
contain only syntactic data, not explicit semantic informa-
tion. There is a need to bridge the gap between structured
data sources and semantic data. Ontology creation is diffi-
cult because it is best done by those familiar with the ontol-
ogy’s domain and the field of knowledge representation.
The problem of using publicly available ontologies is they
may lead to terminology that is inconsistent with that of the
organization using the ontology. Generating markup has
similar difficulties. It can be created manually using text
editors or graphical interfaces. The second option is to
automatically generate markup through translation. Unfor-
tunately, the different options for creating markup are either
labor intensive or produce data of marginal quality. There is
often a prohibitive tradeoff between cost of creating markup
and the perceived value [Bosak, 2001]. This poster presents
a technique to easily translate structured data into semanti-
cally rich ontology-based markup.

Introduction

II. Markup Generation Architecture

The Semantic Web consists of an emerging landscape of
technologies. In designing a toolkit for the Semantic Web,
an architecture is needed that is not tied to specific data
representations.
To achieve this goal, the problem of converting syntactic

markup to semantic markup is broken into subtasks.
1. Convert schema representation into an ontology
2. Map ontology representation to customized ontology

representation
. Markup conversion using mapping representation

For the implementation of this process, all incoming
markup was XML adhering to an XML Schema. The On-
tology Web Language (OWL) was used to represent map-
pings, as well as the ontologies.

New OWL
Ontologies

XML Markup II

Mapping Tool

OWL Markup II

r
XML Schemas

Schema to
Ontology Converter

Mapping OWL I
Markup

‘ Mapping Tool

Existing OWL I
Ontologies

Figure 1. Implementation Architecture

III. Ontology Generation

This process will take a syntactically defined language and
create a candidate ontology based on it. For our purposes, I
consider a simplified view of ontologies that uses classes
and their properties. I consider the following language con-
structs for the process.

Expression | Examples | Rules

Operator

“Nesting” or [ A—>B A is a class. B is a property

non-terminal B—>C relating A to C

Literal A—a A is a property with a literal
value of a

Concatenation | A —>ab A has two property values.
Though a and b are ordered,
the ordering is lost using this
approach

Or A—alb A is a property for a, and A’
is a property for b. If a and b
are the same “type” only 1
properties may be necessary

Kleene Star A — a* A is a property. The cardinal-
ity for the property is be-
tween 0 and infinity

One or more A —at A is a property. The cardinal-
ity for the property is be-
tween | and infinity

Table 1. Expression Rules
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In my implementation, an XML schema is fed into a
parser detecting various expressions. In the table above,
“nesting” refers to OWL object properties. The other exam-
ples refer to datatype properties with the literal correspond-
ing to an XML Schema built-in datatype. In my implemen-
tation, I choose to ignore cardinality restrictions for simplic-
ity. The approach assumes the language syntax provides
implicit information about relationships of objects. I believe
this assumption will work in most cases and provide a
straightforward ontology that most users could understand
and extend. The following example shows a simple schema
for representing people along with their address.

<xs:schema .. >
<xs:element name="Address">
<xs:complexType>
<xs:sequence>
<xs:element name="City" type="xs:string"/>
<xs:element name="State" type="xs:string"/>
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:element name="Person">
<xs:complexType>
<xs:sequence>
<xs:element name="Name" type="xs:string"/>
<xs:element name="BirDay" type="xs:date"/>
<xs:element ref="Address"/>
</xs:sequence>
</xs:complexType>
</xs:element>
</xs:schema>

Figure 2. An Example XML Schema

<rdf:RDF .. >

<owl:Ontology rdf:about="" />

<owl:Class rdf:ID="Person"/>

<owl:Class rdf:ID="Address"/>
<owl:0ObjectProperty rdf:ID="PersonAddress">
<owl:domain rdf:resource="#Person"/>
<owl:range rdf:resource="#Address"/>
</owl:0ObjectProperty>
<owl:DatatypeProperty rdf:ID="BirDate">
<owl:domain rdf:resource="#Person"/>
<owl:range rdf:resource="&xsd;date"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="City">
<owl:domain rdf:resource="#Address"/>
<owl:range rdf:resource="g&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="State">
<owl:domain rdf:resource="#Address"/>
<owl:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="LastName">
<owl:domain rdf:resource="#Person"/>
<owl:range rdf:resource="g&xsd;string"/>
</owl:DatatypeProperty>

</rdf :RDF>

Figure 3. Example schema translated into OWL

IV. Mapping Generation

There is a desire to allow end users to customize the output
of the conversion process. Instead of basing markup conver-
sion solely on the default ontology, an intermediate step is
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introduced using OWL markup. The markup translation will
only use this mapping representation when doing conver-
sion. Therefore, the markup translation can occur without
knowledge of the ontology representation.

A few mapping problems can occur with this approach.
A property can refer to a class that no longer exists. If this
occurs, the class is replaced with the class higher in the
nesting. If no such class exists, the relation can be with a
generic object, such as the OWL “Thing”. This provides
some limited ability to change the ontology semantics.

V. Mapping Translation

The final stage of the technique involves processing some
representation using the mapping. 1 assume that incoming
markup could have a directed graph structure. In my im-
plementation, I assume markup will be in XML. The proc-
ess is similar to the ontology creation step. However, now
the mapping file will be the basis of what the output should
be. As I find nodes of the graph, I create new objects for
each class we find in the mapping file. Each new object is
assigned an unambiguous identifier. All properties that are
found will have the last instance created as their domain.

V1. Related Work

The XML to DAML Translator [Aube and Post, 2001] has
similar aspirations to my technique, but the two approaches
are very different. Their tool provides a more formal ontol-
ogy based on a schema. My approach differs because it is
much simpler and intended for broader use and ontology
customization. Currently the XML to DAML Translator
does not support XML markup transformation, just DAML
Ontology creation.

VII. Conclusions

Limiting factors to widespread acceptance of the Semantic
Web are the high cost and effort to produce the necessary
semantically-rich data. This poster demonstrates a simple
process to form semantic markup from structured data
sources. This methodology allows immediate creation of
ontologies and markup to support the Semantic Web.
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1 Introduction

The SemanticWeb will make various ontologes and Web
documentsanndatedwith metadatebasedon the ontolagies
available on the Intemet. Theseontologes and Web doc-
umens with metadatawill enalbe various servicesfor our
daily activities. Aiming to enrich comrrunication between
peope with Sematic Web techndogies, we have beenre-
searchingSemantically Augmented Communication. In this
paper we propcse a SemanticWeb applicaion, called Se-
mantic Phone,which provides adegiateinformationfor the
conterts of human-human corversationby utilizing ontolo
giesandWebdocumentswith metadatanthe SemantidVeh

To provide adeqateinformationon cornversationdetween
peope, a systemhasto undestandhuman corversation For
that purpose, it is necessaryto pregare the knowledge for
undestandingevety topic in a corversation. In traditioral
speechlialog systemssystemdesignes have to prepae do-
main knowledge. In order to understandcorversationghat
arenot limited to a smallrangeof topics,knowledge of var-
ious topicsis required. However, it is difficult for system
designes to prepae knowledgefor various domains. The
methodof undestandingcorversationsusing the statistical
techniqieis alsoproposed.However, it is difficult to build a
dialogcorpts of various topics.

Our basicideais to utilize ontologes offered by Seman-
tic Web asdoman knowledge. If the SemanticWeb fully
spreadswe can expectthat knowvledge of various domains
will becone available.In our methal, ontdogiesareusedfor
knowledgeof thetopic to undestandconversations.

In the following, we first provide an outline of Semantic
Phoneandproposea methal for understandingcorversation
with the SemantidNeh

2 Semantic Phone

SemanticPhoneis a SemanticWeb applicationthat provide
timely adequateinformationaccoding to humanhumancon-
versation(Figure 1). The application undestandshuman
huma corversation,retrieves information suitablefor the
conterts of corversation from the Semantic Web, and
presentshe Web doaumenton a browserin atimely manrer.
The applicationaimsat suppoting andactivating commnuni-
cationby shawing suitableinformationin suitabletiming.
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Figure2. shavsthe processindglow which offers theinfor-
mationaccordng to a corversation.First, speectrecoqition
anda morphologcal analysisareperfamedon the speectto
obtain the word sequence.Note that our methoddoes not
carry out ary syntacticanalysisnor a semanticanalysisof
utteranes. This methodis aimedat natual humarhuman
conversation. Thereis much unclear prorouciationin nat-
ural corversation,so accurag of speechrecoqition is not
expedable. Moreover, naturalcorversationconsistof mary
fragmentedutterarces. Therdore, syntacticanalysisandse-
manticanalysisaredifficult.

The processof understantinga corversationis perfamed
in a conversationunderstandingmodue by consideing a
word sequene as an input, and a corversationundestand-
ing resultis outputed asan ontologcal instance.Section3
explains this methodbriefly. Theinformationretrieval mod
ule gereratesarefererce formulafrom theinstanceoutputted
asa corversationunderstandingesult,the referene is then
carriedout from Web, andaresultis displayedon a browvser

By shaowing suitableinformation with sufficient prompt-
nessaccordirg to the cortentsof corversation,a topic may
swell or it mayinfluerce furtherdiscussions.

Di spl ay adaptive infornmation
according to conversations

Figurel: Applicationlmage

3 Conversation Under standing

As mentioredabove,to understanccorversatios, knowledge
is required to undestandcorversationson ary topic. For
mary speechdialog systemsthe domain knowledge which
undastandscorversationis prepared with the frame[Chu-
Carroll, 199][Nakanoet al., 199]. For examgde, for a
speechdialog systemrelatingto a hotelresenation, a frame
is madethat describeghe corversations properties,suchas
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the stayschedie, the numkber of people,andthe price. In or-
derto understanccorversatiors thatarenot limited to asmall
rangeof topics,systemdesignes have to prepareknowledge
of various topics. In this researchontdogy is usedfor topic
knowledge. Although ontdogieswere not designedor un-
derstanidhg corversationwe think thatthey acteffectively as
knowledgesourcedor undestandingcorversations.

The CorversationUndestandingModule collectsontolo
giesandWebdocumentswith metaditafrom WWW andcon-
structsvocahulary dataof eachontdogy as a pretreatment.
Thevocahulary of the propety valuesis collectedfrom a set
of metadatayhile that of classesandpropertiesis collected
from languaeresoucessuchasathesaurus.

At the time of exeaution, the modue makes an instance
from aword sequenceavhich apperedin corversationbased
on the collection of vocalulariesof ontology. The modue
refersto the collectionof vocahulariesof ontdogy andmakes
theword avalueof aninstancef theword is amemter of the
vocahilaries. The module makesan instancesetfrom evety
ontolagy, and we treatthe instanceset as the contentsof a
conversation.

4 Conclusion

We are currertly studyirg a systemthat presets the infor-
mation suitablefor human-hunman corversationas an appli-
cation of the Semanticweh Although knowledge on evely
topic is requiredto understandconversation,it is difficult to
build knowledgeaboutall topics. If various ontologiescome
to be exhibited by the SemanticWeb, an ontology can be
usedasa form of topic knowledge. The knowledgefor ev-
ery topic requred for understading corversationis built us-
ing ontdogy, metadatandlanguageresouces,suchasathe-
saurus.The resultof conversationunderstandig perfamed
usingthis knowledgeis expressedn theform of anontdogi-
calinstance.
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We have beenbuilding a SemanticPhoneprotaype, and
areconstricting ontolagies of domairs, suchassightseeing
restaurats andshoppng. We alsocollectingWebdocunents
on suchitemsasa storeanda templein Kyoto, andbuilding
metadatdfor thosedocurrents. We are planring to conduct
anexpelimentusingthesedatain the nearfuture.

As future work we would lik e to considethow to dealwith
speectrecogtition errors,andquick topic changs. We will
investigatea methodof retrieving a suitableWeb docunents
from the corversationundestandingresultsexpressedin the
form of aninstanceanda methal of shaving it to suitable
timing.

We are also consideing apgying this techndogy to per
sonalontdogies and persoml repasitoriessuchas mail and
repotg{Kamei et al., 2003. At this stage,presentatiorof
theinformationthatis adapedfor theindividual hasbeenat-
tained.
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1 Introduction

DAML, OWL (http.//www.w3.0rg/2001/sw/WebOnt), and
other increasingly popular description-logic-based
representations [Baader et al., 2003] seem to be a natural
choice to support the development of the current
generation of semantically-rich software services and
intelligent systems. The KAoS Policy [Damianou et al.,
2000] and Domain Services framework is an interesting
example of this trend. By investigating its design,
development, and application, we can learn much about
the current state of  description-logic-based
representations, tools, and technology—their strengths,
their gaps, and their limitations.

The implementation of the KAoS Policy framework (Fig.
1) proved to be a challenging task and required
integration of the scarce existing DAML and description
logic tools.
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Figure 1. Architecture of the KAoS Policy Framework

The KAoS Policy Framework generic functionality
includes:

e Policy ontology management,

¢ Creating/editing of policies using KPAT,

e Storing, deconflicting and querying policies using the
Directory Service,

e Distribution of policies to Guards, which control
agents’ actions using Enforcers,

e Policy disclosure mechanisms.

The framework can be extended to support a specific
environment by:

e Defining new ontologies describing; resources and
types of actions which can be performed on them,

e Creating Plug-ins for: Policy Template editors,
Enforcers controlling specific actions or with generic
enforcement capability, Defining Semantic Matchers
to determine if a given instance is in the scope of the
given class to support specific actions.

2 Inference Engine Integration

Three inference engines were reviewed for use with
KAoS: FaCT [Horrocks et al, 2000], DAMLJess
[Kopena et al., 2002], and the Java Theorem Prover (JTP)
(http://www.ksl.stanford.edu/software/JTP).  We  were
looking at three main criteria: 1. degree of full DAML
support, 2. adequacy of the query interface, and 3.
likelihood of good support and continued development of
the tool. JTP seemed the best choice at the time, and was
integrated into KAoS. One problem noted early on with
JTP was the time required to assert new ontologies into
the inferencing engine. However, the steady improvement
of JTP has led to a dramatic increase in its performance,
an order of magnitude or more in some cases. Currently,
loading of the KAoS core ontologies takes less than 16
seconds on Pentium III 1.20 GHz with 640 MB RAM.
Adding the definition of complexity similar to the policy
presented on Figure 3 takes less than 340ms.

Some of the most important features of description-
logic-based policy representation and reasoning show



their advantages as part of policy analysis. Among others,
these include subsumption-based reasoning,
determination of disjointness, and instance classification
[Baader et al., 2003]. The first two features are used
mainly during the kinds of analysis associated with policy
administration. Instance classification is especially
valuable for policy exploration, disclosure, and
distribution—it is used, for instance, to determine which
entities belong to a given domain or if a resource that is
being accessed by a given action is within a range
constrained by policy.

3 Ontology-driven System Architecture

In this section we consider the benefits and problems of
using ontologies as a central aspect of system design. An
ontology allows for great flexibility in design and
deployment, however careful attention to performance-
sensitive aspects of the system is essential. Additional
problems arise at two boundaries: where the reasoning
system meets the human world and where it meets the
systems being governed by policy. Our approach to
addressing these issues is described in this section.
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Figure 2. Graphical interface of the DAML policy editor

The KPAT graphical interface hides the complexity of
the DAML representation from users and uses the Jena
toolkit to build new DAML structures of policies. On the
other hand, its unique user experience is achieved through
the use of ontology. The user is always presented with a
complete set of choices, which are valid in the given
context.

The framework nature of KAoS means that the
installation configuration can vary. Since the role of each
software component is related to concepts defined in
specialized ontologies it is relatively easy to associate
these components (enforcers, classifiers, policy editors,
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etc.) with an appropriate ontology definition. Such
mappings are registered in proper software factories,
creating a new Java component on demand (see Figure 1).
KAoS always checks if particular factory consists of a
specialized component for handling the given ontology
concept and if so, uses it instead of the generic
functionality.

When a policy leaves the Directory Service it typically
has to be translated from DAML into some format, which
is compatible with the integrated legacy systems. KAoS
communicates to the outside world using a map relating
ontology properties to the name of the class defining its
range as well as a list of current cached instances of that
class. A particular system can use the given cached
instances when assessing policies or it can refresh them
by contacting the Directory Service and providing the
name of the range.

4 Conclusion

We have shown that the use of description logic provides
significant advantages in the design and development of a
complex software system. Although some problems arose
from the expressive limitations of DAML, we were able
to find effective workarounds in practice, and the
performance of available DAML technology has
improved significantly during the course of this project.
We believe that the techniques we have developed for
using DAML in an agent-based application are of general
utility and can be re-used in other systems. This work
provides practical evidence in support of the thesis that
the use of ontologies as a central paradigm in an object-
oriented programming scenario is an effective design
Strategy.
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1 Introduction

The goal of the Semantic Web activities is to make available
the meaning of information to computers. Thereby, software
agents or other programs analyze and evaluate semantic an-
notations of information items to improve services. A com-
bination of personalization and Semantic Web technologies
can be beneficial because additional semantic information to
data sources can be used to improve customization of search
results or other filtering services.

However, personalization also raises issues of privacy and
trust. Any personalization application potentially poses pri-
vacy problems, because users have to provide information
about themselves and want to know how their information
is being used. In addition, the privacy of users who provide
semantic annotations to information sources is concerned.
There is also the problem of trust. In the existing Web, it is
more or less up to the user to (manually) decide whether in-
formation, e.g. search engine results, might be trustworthy or
not. In the Semantic Web, this will not be the case, because
agents have to determine the trustworthiness of information
themselves.

In this paper, we describe how relationship and identity
management can be used as building blocks for trust and pri-
vacy in the Semantic Web. We will also briefly introduce the
Personal Information Agents (PINA) project which tries to in-
tegrate ideas of identity management such as pseudonymity
into Semantic Web agents.

2 Identity Management, Privacy and Trust

The basic idea of identity management is to separate user pro-
files and identities from the services that are using them. An
identity management system allows people to define differ-
ent identities, roles, associate personal data to it, and decide
whom to give the data to and when to act anonymously [Koch
and Woerndl, 2001]. An important aspect with regard to user
modelling and identity management is to consider different
roles and identities of users, for example “work” or “private”
identities. Support of pseudonymity and anonymity are fea-
tures of identity management that can improve user privacy.
Privacy is “the claim of individuals, groups or institutions
to determine for themselves, when, how and to what extent
information about them is communicated to others.” [Westin,
1967]. The aspect of control for the user is essential. Users
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need to know how, why and what part of their identity is being
accessed. It is not reasonable to build user-adaptive systems
without considering privacy.

The Semantic Web approach allows “anyone to say any-
thing about anything” [Berners-Lee, 2002] — yet it does not
guarantee the truth of such statements. Like in the traditional
Web, this leads to frust playing an important role in the Se-
mantic Web. Trust is a subjective expectation or assumption
about the behavior of another person. Thus, trust can never
be imposed automatically without referring to personal eval-
uations or without referring to a concrete application context.
Technically, the digital signature will be a central building
block of the “Web of Trust”.

Trust has to be addressed in combination with privacy.
Therefore, the top layer in the Semantic Web layer cake by
Tim Berners-Lee (available at www.w3.0rg/2002/Talks/09-
lcs-sweb-tbl/slide19-0.html in [Berners-Lee, 2002], for ex-
ample) should rather be named “Trust & Privacy” not just
“Trust”, because all efforts to improve trust and build a “Web
of Trust” potentially decrease the privacy of users. In other
words, there is a trade-off between trust and privacy in any
personalization system that has to be taken into account when
designing the application.

3 Towards Trust and Privacy in the Semantic
Web

In the following sections we will discuss how relationship and
identity management can foster trust and privacy in the Se-
mantic Web. In our scenario, users annotate Web pages with
semantic information and agents use these annotations to pro-
vide personalized services to (other) users.

3.1 Using relationship management to improve
trust

Trust is a personal evaluation of another person which is mir-
rored in the relationship to that person. Traditionally, people
tend to trust those people they have rather strong social re-
lationships with. In part, trust is transitive: often, if a good
friend of mine trusts a person A, then I will often tend to trust
person A, too. Hence, improving trust is strongly related to
social relationship management, which provides a context for
trust building.



In the Interoperable Relationship Management (InReM)
subproject, we address issues of social relationship manage-
ment by developing an ontology-based formalization of so-
cial relationships as well as an agent society exchanging in-
formation about social relationships. The InReM subproject
is not restricted to trust relationships, but addresses general
social relationships occurring in computer supported commu-
nication environments.

Social relationships are valuable especially with respect to
social capital. Most people do not want their social network
to be publicly accessible. Thus the main problems addressed
by the agent society are how to define access rights for rela-
tionship information and at the same time preserve privacy.
Our solution proposes two strategies for resolving access re-
quests:

1. Exploring the social network by exchanging relationship
information with other agents.

2. Finding paths via transitive relationships (without ex-
changing relationship information) to the person re-
questing the information.

Besides granting or declining access, also the allowed usage
of the relationship information must be specified. In our ap-
proach, relationship information may either be public (it may
be distributed freely), anonymous (it may only be distributed
anonymously), or private (it may not be distributed at all).

When information about the trustworthiness of some piece
of information in the Semantic Web is needed, an agent can
make use of relationship information by trying to derive a
trust relationship to the author of the information with respect
to the current context. For each context an agent possesses a
set of rules defining valid derivations for trust relationships.
For crucial information, the derivation may require the exis-
tence of a short chain' of very strong trust relationships to the
author of the information, whereas for less important infor-
mation, a chain of positive evaluation relationships may be
sufficient. By allowing general relationships for derivations
of trust relationships, our approach is more general than ex-
isting approaches for formalizing the “Web of Trust”. These
approaches usually use trust in public keys applied for sign-
ing information items and disregard privacy protection.

3.2 Combining the trust model with identity
management

Unless there is a link of Semantic Web annotations to persons
or identities, mechanisms to derive trust can not be imple-
mented. In our approach, this link is provided by integrating
identity management into the Semantic Web. Thereby, anno-
tations are stored as part of user profiles in a federated identity
management network. A user can define and control differ-
ent pseudonyms to mark Semantic Web annotations. The real
identity of the user does not have to be disclosed. For ex-
ample, a user can provide annotations under a pseudonym
“mgalla” or “f0023”. Agents then derive the trustworthiness

'A chain of relationships involves a sequence of persons where
each person has a relationship of the specific kind with the next one.
The length of the chain is determined by the number of persons in-
volved.
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of annotations as explained above by using these pseudonyms
instead of digital signatures of users. The authenticity of
pseudonyms is proven by the identity management network.

Users can also control the conditions under which an-
notations may be accessed by agents or the linkability of
pseudonyms. For example, the user can reveal that “mgalla”
and “f0023” really are the same person. This information can
then be used by agents to improve the results of the relation-
ship analysis but must not be made available to other users.

In [Woerndl and Koch, 2003; Koch and Woerndl, 2001 ] we
explain a concept for authorization of user profile accesses
in this scenario. Thereby, authorization is done by combin-
ing access control with privacy enhancing technologies. User
profile agents negotiate access right to user profiles (such as
relationship information of the user) with service agents us-
ing privacy policies of services and preferences and access
rules of users.

4 The Personal Information Agents (PINA)
Project

The briefly presented solution towards trust and privacy in
the Semantic Web is part of the Personal Information Agents
(PINA) project. The goal of PINA is to bring together identity
management on the one hand, and Semantic Web and agent
technologies on the other hand. The purpose is to support
semantic personalization of information sources and improve
adaption of information to user profiles. The fundamental
idea is to store references to Semantic Web annotations as
part of user profiles in an identity management framework.
These references can then be used to improve trust in the Se-
mantic Web through relationship management as explained
above without necessarily worsen user privacy.

In [Koch and Woerndl, 2001; Woerndl and Koch, 2003] we
describe an identity management infrastructure in the domain
of community support systems that can be used in our sce-
nario. Agents can thereby access user identities and profiles
via an agent-based interface (FIPA). We are currently imple-
menting the link to Semantic Web annotations. Next steps
in PINA also include implementation of more components —
such as filter and personalization agents — to test the usability
of our approach.
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1 Introduction Definition 1. Given a set of sentencésin some KR
language’, theseparation function 7, produces another

Ontology is the conceptual backbone that provides meaninget of sentencef, () that can be considered as the data

tc: (t:i_ata on the Se(;nanﬂc Wleb. Hovxégver,gnttollogx IS r?Ot art of S. If S itself is entirely dataf,(S) = S. Formally,
static resource and may evolve over time. Ontology's changs:, is 4 functionys, : 2>+ — 2° wherex, is the set of
often leaves the meaning of data in an undefined or Incon'sontances of languageand the data sets are fixpoints of
sistent state. It is thus very important to have a method t

preserve the data and its meaning when ontology changes. Tn™’

this paper, we propose a general method that solves the proPefinition 2. Given a set of dat® and an ontology)

lem by migrating the data. We analyze in detail some of theexpressed in languagg theconformance function

issues in the method including the separation of ontology ané’w (D, O) returns true iffD conforms toO.

data, the migration specification, the migration resultand the | oy p genote the set of reserved vocabuldridsfined in
migration algorithm. The paper also instantiates the generahe RDF Model Theory documemnHayes, 200 For any
method in RDF(S) as an example. The RDF(S) example itRDF graphG as a set of triples, l&f'(G) be the rdfs-closure
self is a simple but complete method for migrating RDF dataof G. We can define the set of class€4.(G) and the set

when RDFS ontology changes. of propertiesPR(G) in a typical ontology layer irG as the
following:
2 A General MethOd CL(G) def {z|(z,<rdfitype> ,<rdfs:Class> )e C(G) Az ¢ R}

Figure 1 is the overview of the general method. We roughly
divide the method into two phases — the design phase and ther(c) < { | (z, <rdftype> , <rdf-Property> ) € C(G) A z ¢ R}
implementation phase. In the design phase, we need desiggnd we use the notiod’ PR(G) to denote the set of all

the Separation function, deSign or choose migration SpeCiﬁC%|asseS, properties and reserved vocabularies:
tion language and design migration algorithm. In the imple-

mentation phase, we need capture user requirements, obtain CPR(Q) Y CL(G)UPR(G)UR .
the original data and run the migration algorithm.

Trackin Ontol
[Chang&g J {Mapp?r%,}

The data part o7 then consists of triples that has a subject
or object that is not ilC PR(G). The separation function is
defined accordingly.

Definition 3. The separation function for RDF(S) is:

Other
Methods

Origina Migration Revised
i i 2o o Frors(G) Y {(2,9,2) | (2,9.2) € G A (v ¢ CPR(G)V = ¢ CPR(G))}.
Separation Function Separation Function . L. i . L.
T Fr Note that this definition is only one possible definition of
Origind Migration Migrated data in RDF(S) and we belive it appropriately capture the
Data Algorithm ™ Data , . « » o: . . .
D A D user’s notion of “data” in most Semantic Web applications.
) Nevertheless, there could be other definitions for specific ap-
In languager: Inlanguager: plication scenarios. For notation convenience, we also define

. ] the ontology layer and language layer®@fas
Fig.1 An overview of the general method

def

OL(G) = C(G) — Frors(C(Q)).
3 Ontology and Data We observe the following properties of thgprs separation

Before the actual migration, we need capture the user’s notioprmcuon:
of “data” and distinguish it from the ontology thatit conforms it includes the rdfV, rdfsV, RDF reification vocabularies and
to. RDF container vocabularies defined in the RDF Model Theory.
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Lemma 1. Frprs (Frors(G)) = Frors(G) -
Lemma 2. ¢(OL(G)) N Frors(G) = 0 .

Lemma 1 indicates tha#rprs(G) is a fixpoint for Frprs

6 Related Work

Ontology evolution research (e.dF.Noy and Klein, 2003;
Stojanovicet al., 2002) focuses on the big picture of the en-

and Lemma 2 declares that the ontology and language layettire life cycle of ontology changes and studies how the evolu-
and anything inferred from that layer is disjoint with the datation process can be managed. Ontology versioning research

layer.

Definition 4. Given RDF dataD and RDFS ontology), the
conformance function for RDF(S) can be defined as:

Krprs(D, 0) < CL(D) C CL(O) A PR(D) C PR(O) .
We also observe the following property fBizprs and
JFRDFS:

Lemma 3. Krors (Frors(G), OL(G)) = true .

4 Migration Specification

(e.g. [Klein and Fensel, 2001; Kleist al., 2009) pays at-
tention to the relations among multiple versions of an ontol-
ogy. [Heflin and Hendler, 20Q@leals with the changes of on-
tologies in the Web environmeniKiryakov and Ognyanov,
2003 tracks changes in RDF(S) repositories.

Another line of research that influences our work a lot
is ontology mapping. Ontology mapping research (e.g.
[Madhavanet al, 2007) struggles to find ways to (semi-
)automatically discover the semantic relations between on-
tologies. Data semantics can be preserved through the map-
ping without changing the old data. Our method comple-

Migration specification is a formal description of the user'sments it by migrating the data which may provide better run-
migration requirements. It actually dictates how the data setime performance and cleaner data.

mantics should be preserved.

Definition 5. A migration specification M is a set of
sentences (rules) written in some languédge The
sentences may use constants (e.g. classes, relations,
resources) defined in either the original ontold@@ythe
original dataD, the revised ontology’, or the languages
or L.

Definition 6. Given the original ontology) and the revised
ontologyO’ both of which are in RDFS, simple RDF(S)
Migration Specification M is a set of RDFS tripes

{(z y 2z)} in which each tripldx y z) satisfies one of the

following two requirements:
1. y = <rdfs:;subClassOf> A € CL(O) A z € CL(O").

2. y = <rdfs:subPropertyOf> Az € PR(O) A z € PR(O").

5 Migration Result

Definition 7. We defineP to be the set of all sentencesgnh
that can be proved from the migration specificatibfiand

the original dataD:

def

P = {¢|DUMU£U£’ - ¢}7{¢>|Duﬁu£’ - ¢>}

—{¢|MULU£’ - ¢}

Definition 8. Themigration result D’ is the largest set that
satisfies the condition

D' C Fu (P) A Ky (D', O')

Definition 9. Given a simple RDF(S) migration specification

M and the original dat® in RDF, we can define the
counterpart of? in RDF(S) as the following function
Prprs:

Prors(D, M) = ¢(DU M) - ¢(D) — C(M) .
Lemma 4. Frprs (Prors (D, M)) = Prprs (D, M) .
Lemma 5. KrpDFS (PRDps(D, M), Ol) = true

Theorem 1. The migration result of the simple RDF(S)
migration method i’ = Prprs(D, M).
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